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li,iQ) = (Ej,n+j - Ej,n+j)(L (ep 1\ en+p )) 

= 2'ej 1\ ej 

so that whenever a < i, j ~ n - b, 

y; .(w(a, bJ) 
' ,J 

= y; .(e 1\ '" 1\ e 1\ e 1\ .. . 1\ e 1\ Q(k-a-bJ/2) ' ,J 1 a 2n-b+l 2n 

= e1 1\ • •. 1\ ea 1\ e2n-b+1 1\ ... 1\ e2n 1\ li.j((I (ep 1\ en+p ))(k-a-bJ/2) 
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= (k - a - b) ' (e 1 1\ ... 1\ ea 1\ ej 1\ ej 1\ e2.-b+l 1\ .. . 1\ e2n 1\ Q(k-a-b - 2J/2) 

It is always possible to find a pair (i, j) satisfying the conditions a < i, j ~ n - b 
since we are assuming a + b < k < n; this concludes the proof of part (i). 

The proof of part (ii) requires only one further step: we have to check the 
vectors w(a,bJ with a + b = k = n to see if any of them might be highest weight 
vectors for 502n iC. In fact (as the statement of the theorem implies), two of them 
are: It is not hard to check that, in fact, w(n, OJ and w(n-1. 1) are killed by every 
positive root space gL,+LJ ' To see that no other vector w(a,n-aJ is, look at the 
action of Y..+1 ,a+2 E gL.+ 1 +L.+ 2 : we have 

Y..+l.a+ 2 (w(a,n-aJ) 

o 
Remarks. (i) This theorem will be a consequence of the Weyl character 
formula, which will tell us a priori that the dimension of the irreducible 

representation of 502niC with highest weight L l + .. . + Lk has dimension C:) 
if k < n, and half that if k = n. 

(ii) Note also that by the above, NVis the direct sum of the two irreducible 
representations r 2a and r 2 (J with highest weights 21X = Ll + ... + Ln and 
2P = Ll + ... + Ln- 1 - Ln. Indeed, the inclusion r 2a $ r 2(J c NV can be 
seen just from the weight diagram: NV possesses a highest weight vector with 
highest weight Ll + . .. + L., and so contains a copy of r 2a; but this repre
sentation does not possess the weight 2P, and so NV must contain r 2(J as 
well. (Alternatively, we observed in the preceding lecture that in choos
ing an ordering of the roots we could have chosen our linear functional I = 
c1H1 + ... + cnH. with C1 > C2 > . . . > -Cn > 0 without altering the positive 
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roots or the Weyl chamber; in this case the weight A. of Nv with I(A.) maximal 
would be 2{3, showing that r 2 /1 C NV.) 

(iii) If we want to avoid weight diagrams altogether, we can still see that 
NV must be reducible, because the action of S02ne preserves two bilinear 
forms: first, we have the bilinear form induced on NV by the form Q on V; 
and second we have the wedge product 

<p: Nv x NV -+ J\2nV = e, 

the last map taking e 1 A .•• A e2n to l.1t follows that NVis reducible; indeed, 
if we want to see the direct sum decomposition asserted in the statement of 
the theorem we can look at the composition 

r: Nv -+ Nv* -+ NV, 

where the first map is the isomorphism given by Q and the second is 
the isomorphism given by <p. The square of this map is the identity, and 
decomposing Nv into + 1 and -1 eigenspaces for this map gives two 
subrepresentations. 

Exercise 19.3*. Part (i) of Theorem 19.2 can also be proved by showing that 
for any nonzero vector WE Nv, the linear span of the vectors X(w), for 
X E sOme, is all of Nv. For these purposes take, instead of the basis we have 
been using, an orthonormal basis V1"'" Vm for V = em, m = 2n, so Q(Vi' v) = 
bi,j' The vectors VI = Vi, A ••• A Vik , 1 = {i1 < ... < ik }, form a basis for Nv, 
and sOme has a basis consisting of endomorphisms Vp,q' p < q, which takes 
Vq to v p' vp to -vq, and takes the other Vi to zero. Compute the images Vp,q(VI)' 

and prove the claim, first, when W = VI for some 1, and then by induction on 
the number of nonzero coefficients in the expression W = Lalvl' For (ii) a 
similar argument shows that NVis an irreducible representation ofthe group 
One, and the ideas of§5.1 (cf. §19.5) can be used to see how it decomposes over 
the subgroup SOne of index two. 

We return now to our analysis of the representations of so2nc. By the 
theorem, the exterior powers V, Nv, ... , N- 2 V provide us with the irreduc
ible representations with highest weight the fundamental weight along the first 
n - 2 edges of the Weyl chamber (of course, the exterior power N- 1 V is 
irreducible as well, but as we have observed, L1 + . .. + L n- 1 is not on an edge 
of the Weyl chamber, and so N-1 V is not as useful for our purposes). For the 
remaining two edges, we have found irreducible representations with highest 
weights located there, namely the two direct sum factors of NV; but the 
highest weights of these two representations are not primitive ones; they are 
divisible by 2. Thus, given the theorem above, we see that we have constructed 
exactly one-half the irreducible representations of S02nC, namely, those whose 
highest weight lies in the sublattice Z {L1' •. . , Ln} cAw. Explicitly, any 
weight y in the closed Weyl chamber can be expressed (uniquely) in the form 
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y = alL I + ... + an-2(L I + ... + Ln- 2) 

+ an- l (Ll + ... + Ln- l - Ln}/2 + an(LI + ... + Ln}/2 

with ai E N. If an- l + an is even, with an-I;;:: an we see that the representation 

Syma1 V ® ... ® Syman-2 (N-2 V) ® Syman(N- I V) ® Sym(an-l-anl/2(r2P) 

will contain an irreducible representation ry with highest weight y; whereas if 
an ;;:: an-I' we will find ry inside 

Syma1 V ® ... ® Syman- 2(N- 2 V) ® Syman-1(N- I V) ® Sym(an-an-1l/2(r2",). 

There remains the problem of constructing irreducible representations ry 
whose highest weight y involves an odd number of a's and p's. To do this, we 
clearly have to exhibit irreducible representations r", and rp with highest 
weights a and p. These exist, and are called the spin representations of S02nlC; 
we will study them in detail in the following lecture. We see from the above 
that once we exhibit the two representations r", and r p, we will have con
structed all the representations of s02n iC. The representation ry with highest 
weight y written above will be found in the tensor product 

Syma1 V ® ... ® Syman - 2(N- 2 V) ® Syman-1(rp) ® Sym4n(r",). 

For the time being, we will assume the existence ofthe spin representations 
of S02n IC; there is a good deal we can say about these representations just on 
the basis of their weight diagrams. 

Exercise 19.4*. Find the weights (with multiplicities) of the representations 
Nv, and also of r 2"" r 2P ' r"" and rp. 

Exercise 19.5. Using the above, show that r", and rp are dual to one another 
when n is odd, and that they are self-dual when n is even. 

Exercise 19.6. Give the complete decomposition into irreducible representa
tions ofSym2r", and Nr",. Show that 

r",® r", = r 2"'$N- 2 V$N- 4 V$N- 6 V®···. 

Exercise 19.7. Show that 

r", ® rp = N-Iv $ N- 3 v E9 1\n-5 v $ .... 

Exercise 19.8. Verify directly the above statements in the case of S061C, using 
the isomorphism with S[41C. 

Exercise 19.9. Show that the automorphism of 1C2n that interchanges en and 
e2n , leaving the other ei fixed, determines an automorphism of S02nIC that 
preserves the n - 2 roots LI - L2, ... , Ln - 2 - Ln- 1 and interchanges 
L n- l - L. and L.-l + L •. This automorphism takes the representation V to 
itself, but interchanges r", and rp. 
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§19.3. Representations of 507 C 

While we might reasonably be apprehensive about the prospect of a family of 
Lie algebras even more strangely behaved than the even orthogonal algebras, 
there is some good news: even though the roots systems of the odd Lie algebras 
appear more complicated than those of the even, the representation theory of 
the odd algebras is somewhat tamer. We will describe these representations, 
starting with the example of 507C; we begin, as always, with a picture of the 
root diagram: 

I'. ' 
•••• .' .... ". L)+L 2 • 1 •• , •• • : ..... : . '-' : :.e L 

..... ,I: .' . "~ ' .. ' .' ) 
", r~'" : 

1, '· . . 
/,L~·;-:-~r:.----.--- .•. 

/' 

As we said, this looks like the root diagram for 5P6C, except that the roots 
±2Lj have been shortened to ±Lj • Unlike the case of 505 C, however, where 
the long and short roots could be confused and the root diagram was corre
spondingly congruent to that of 5P4C, in the present circumstance the root 
diagram is not similar to any other; the Lie algebra 507C, in fact, is not 
isomorphic to any of the others we have studied. Next, the Weyl chamber: 

Again, the Weyl chamber itself looks just like that of SP6C; the difference 
in this picture is in the weight lattice, which contains the additional vector 
(Ll + L2 + L 3 )/2. 
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As usual, we start our study of the representations of S07C with the 
standard representation, whose weights are ± L/ and 0: 

Note that the highest weight Ll of this representation lies along the front edge 
of the Weyl chamber. Next, the weights of the exterior square Nv are 
± Li ± Lj , ± L;, and 0 (taken three times); this, of course, is just the adjoint 
representation. Note that the highest weight Ll + L2 of this representation is 
the same as that of the exterior square ofthe standard representation for S06C, 

but because of the smaller Weyl chamber this weight does indeed lie on an 
edge of the chamber. 

Next, consider the third exterior power N V of the standard. This has 
weights ±Ll ± L2 ± L 3 , ±Li ± Lj , ±Li (with multiplicity 2) and 0 (with 
multiplicity 3), i.e., at the midpoints of all the vertices, edges, and faces of the 
cube: 

It is not obvious, from the weight diagram alone, that this is an irreducible 
representation; it could be that N V contains a copy of the standard represen
tation Vand that the irreducible representation rL1 +L2+L3 thus has multiplicity 
1 on the weights ±Li and multiplicity 2 (or 1) at O. We can rule out this 
possibility by direct calculation: for example, if this were the case, then N V 
would contain a highest weight vector with weight L l . The weight space with 
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eigenvalueL 1 in;\3Visspannedbythetensorse l 1\ e2 1\ esande1 1\ e3 1\ e6, 

however, and if we apply to these the generators Xu = E1,2 - ES,4, 

X 2,3 = E2,3 - E6,s, and U3 = E3,7 - E7,6 of the root spaces corresponding 
to the positive roots Ll - L 2 , L2 - L 3 , and L 3 , we see that 

X 2,3(e1 1\ e3 1\ e6) = e1 1\ e2 1\ e6, 

U3(e1 1\ e3 1\ e6) = e1 1\ e3 1\ e7 "# 0; 

X 2,3(e1 1\ e2 1\ es) = e1 1\ e2 1\ e6, 

U3(e1 1\ e2 1\ es) = O. 

There is thus no linear combination of e1 1\ e2 1\ es and e1 1\ e3 1\ e6 killed 
by both U3 and X 2 , 3 ' showing that ;\3 V has no highest weight vector of weight 

Lt· 

Exercise 19.10. Verify that Nv does not contain the trivial representation. 

We have thus found irreducible representations of 507 C with highest weight 
vectors along the three edges of the Weyl chamber, and as in the case ofs06 C 
we have thereby established the existence of the irreducible representations of 
507 C with highest weight in the sublattice Z{Ll' L 2 , L3}' To complete the 
description, we need to know that the representation r", with highest weight 
IX = (Ll + L2 + L 3 )/2 exists, and what it looks like, and this time there is no 
isomorphism to provide this; we will have to wait until the following lecture. 
In the meantime, we can still have fun playing around both with the represen
tations we do know exist, and also with those whose existence is simply 
asserted. 

Exercise 19.11. Find the decomposition into irreducible representations of the 
tensor product V ® N V; in particular find the multiplicities of the irreducible 
representation r 2L 1 +L2 with highest weight 2Ll + L 2 • 

Exercise 19.12. Show that the symmetric square of the representation r", 
decomposes into a copy of N V and a trivial one-dimensional representation. 

Exercise 1913. Find the decomposition into irreducible representations of 
;\2r", . 

§19.4, Representations of the 
Odd Orthogonal Algebras 

We will now describe as much as we can ofthe general pattern for representa
tions of the odd orthogonal Lie algebras 502"+1 C. As in the case of the even 
orthogonal Lie algebras, the proof of the existence part of the basic theorem 
(14.18) (that is, the construction of the irreducible representation with given 
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highest weight) will not be complete until the following lecture, but we can 
work around this pretty well. 

To begin with, recall that the weight lattice of S02n+! C is, like that of S02nC, 

generated by L 1 , •• • , Ln together with the further vector (Ll + ... + Ln}/2. The 
Weyl chamber, on the other hand, is the cone 

"If" = {I aiLi: a1 ~ a2 ~ .. . ~ an ~ OJ. 
The Weyl chamber is as we have pointed out the same as for SP2nC, that is, 
it is a simplicial cone with faces corresponding to the n planes al = a2, ... , 
an- 1 = an and an = O. The edges of the Weyl chamber are thus the rays 
generated by the vectors L 1 , Ll + L2, ... , Ll + ... + Ln- 1 and Ll + . .. + Ln 
(note that Ll + . . . + Ln-1 is on an edge of the Weyl chamber). Again, the 
intersection ofthe weight lattice with the closed Weyl cone is a free semigroup, 
in this case generated by the fundamental weights WI = L 1, W2 = Ll + L2, 
... , Wn- 1 = Ll + . .. + Ln- 1 and the weight Wn = IX = (Ll + . .. + Ln)/2. 
Moreover, as we saw in the cases of sOsC and S07C, the exterior powers of 
the standard representation do serve to generate all the irreducible representa
tions whose highest weights are in the sublattice Z {Ll' ... , Ln}: in general we 
have the following theorem. 

Theorem 19.14. For k = 1, . . . , n, the exterior power Nv of the standard 
representation V of S02n+!C is the irreducible representation with highest weight 
Ll + ... + Lk • 

PROOF. We will leave this as an exercise; the proof is essentially the same as in 
the case of S02n C, with enough of a difference to make it interesting. 0 

We have thus constructed one-half of the irreducible representations of 
S02n+! C: any weight y in the closed Weyl chamber can be written 

y = a1 Ll + a2(L I + L2) + ... + an-l (Ll + ... + Ln-d + an(LI + ... + Ln}/2 

with ai E N; and if an is even, the representation 

SymO, V ® ... ® SymOn-' (1\"-1 V) ® SYm°.J2(I\"V) 

will contain an irreducible representation ry with highest weight y. We are still 
missing, however, any representation whose weights involve odd multiples of 
IX; to construct these, we clearly have to exhibit an irreducible representation 
ra with highest weight IX. This exists and is called (as in the case of the even 
orthogonal Lie algebras) the spin representation of S02n+! Co We see from the 
above that once we exhibit the spin representation r a, we will have constructed 
all the representations of S02n+! C; for any y as above the tensor 

SymO, V ® . . . ® SymOn-' (N-l V) ® SymOn(ra) 

will contain a copy of r y. 
As in the case of the spin representation ra of the even orthogonal Lie 

algebras, we can say some things about ra even in advance of its explicit 
construction; for example, we can do the following exercises. 
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Exercise 19.15. Find the weights (with multiplicities) of the representations 
Nv, and also of r". 

Exercise 19.16. Give the complete decomposition into irreducible representa
tions ofSym2 r" and Nr". Show that 

r" ® r" = NVEB N- 1 VEB N-2VEB . . . EB NVEB Nv. 

Exercise 19.17. Verify directly the above statements in the case of sOsC, using 
the isomorphism with sP4 c. 

§19.5. Weyl's Construction for Orthogonal Groups 

The same procedure we saw in the symplectic case can be used to construct 
representations of the orthogonal groups, this time generalizing what we saw 
directly for Nv in §§19.2 and 19.4. For the symmetric form Q on V = cm, 
the same formula (17.9) determines contractions from Vl8id to VI8i(d-Z). Denote 
the intersection of the kernels of all these contractions by V[d]. For any 
partition A = (AI ~ .. . ~ Am ~ 0) of d, let 

§P.] V = V[d] n §). V. (19.18) 

As before, this is a representation of the orthogonal group OmC of Q. 

Theorem 19.19. The space §[).] V is an irreducible representation of OmC; §[).] V 
nonzero if and only if the sum of the lengths of the first two columns of the 
Young diagram of A is at most m. 

The tensor power Vl8id decomposes exactly as in Lemma 17.15, with every
thing the same but replacing the symbol <d) by [d]. In particular, 

§[).] V = V[dl. C). = Im(c).: V[d]-+ V[d]). 

Exercise 19.20. Verify that §[).] V is zero when the sum of the lengths of the 
first two columns is greater than m by showing that Nv ® Nv ® v(d-a-b) is 
contained in LI 'I'/(VI8i(d-Z» when a + b > m. Show that §P.] V is not zero 
when the sum of the lengths of the first two columns is at most m. 

Exercise 19.21*. (i) Show that the kernel of the contraction from SymdV to 
Symd-ZV is the irreducible representation §[d] V of sOmC with highest weight 
dL 1 • 

(ii) Show that 

SymdV = §[d] V EB §[d-2] V EB ... EB §[d-2p] V, 

where p is the largest integer s; d/2. 
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The proof of the theorem proceeds exactly as in §17.3. The fundamental 
fact from invariant theory is the same statement as (17.19), with, of course, the 
operators 81 = 'PI 0 «1>1 defined using the given symmetricform, and the group 
SP2nC replaced by OmC (and the same reference to Appendix F.2 for the 
proof). The theorem then follows from Lemma 6.22 in exactly the same way 
as for the symplectic group. 

To find the irreducible representations over SOmC one can proceed as in 
§5.1. Weyl calls two partitions (each with the sum of the first two column 
lengths at most m) associated if the sum of the lengths of their first columns is 
m and the other columns of their Young diagrams have the same lengths. 
Representations of associated partitions restrict to isomorphic representa
tions of SOme. Note that at least one of each pair of associated partitions will 
have a Young diagram with at most tm rows. If m = 2n + 1 is odd, no A is 
associated to itself, but if m = 2n is even, any A with a Young diagram with n 
nonzero rows will be associated to itself, and its restriction will be the sum of 
two conjugate representations ofSOmC of the same dimension. The final result 
is: 

Theorem 190220 (i) If m = 2n + 1, and A = (AI ~ ... ~ An ~ 0), then §[).j V is the 
irreducible representation of sOmC with highest weight Al LI + . .. + AnLn· 

(ii) If m = 2n, and A = (AI ~ .,. ~ An-l ~ 0), then §[).) V is the irreducible 
representation of sOmC with highest weight Al LI + ... + AnLn. 

(iii) If m = 2n, and A = (AI ~ ... ~ An-l ~ An > 0), then §[).j V is the sum of 
two irreducible representations of sOmC with highest weights AILI + ... + AnLn 
and AILI + ... + An-l Ln- l - AnLn· 

Exercise 190230 When m is odd, show that OmC = SOmC x {±I}. Show that 
irA. and Il are associated, then Il = A ® e, where eis the sign of the determinant. 

We postpone to Lecture 25 all discussion of multiplicities of weight spaces, 
or decomposing tensor products or restrictions to subgroups. 

As we saw in Lecture 15 for GLnC and in Lecture 17 for SP2nC, it is possible 
to make a commutative algebra §[OJ = §[OJ(V) out of the sum of all the 
irreducible representations of SOmC, where V = cm is the standard repre
sentation. First suppose m = 2n + 1 is odd. Define the ring §O(v, n) as in §15.5, 
which is a sum of all the representations § ).(V) of GL(V) where A runs over 
all partitions with at most n parts. As in the symplectic case, there is a 
canonical decomposition 

§).(V) = §[).)(V) $ J[).j(V), 

and the direct sum J[Oj = Efh J[).j(V) is an ideal in §O(v, n). The quotient ring 

§[OJ(V) = AO(V, n)/J[O) = EB §[).j(V) 
). 

is a commutative graded ring which contains each irreducible representation 
of S02n+! C once. 
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If m = 2n is even, the above quotient will contain each representation 
§[A.](V) twice if A. has n rows. To cut it down so there is only one of each, one 
can add to J['] relations of the form x - r(x), for x E!\"V, where r : !\"V -+!\"V 
is the isomorphism described in the remark (iii) after the proof of Theorem 
19.2. For a detailed discussion, with explicit generators for the ideas, see [L-T]. 



LECTURE 20 

Spin Representations of SOm C 

In this lecture we complete the picture of the representations of the orthogonal Lie 
algebras by constructing the spin representations S± of sOmC; this also yields a 
description of the spin groups SpinmC. Since the representation-theoretic analysis of 
the spaces S± was carried out in the preceding lecture, we are concerned here primarily 
with the algebra involved in their construction. Thus, §20.1 and §20.2, while elementary, 
involve some fairly serious algebra. Section 20.3, where we briefly sketch the notion of 
triality, may seem mysterious to the reader (this is at least in part because it is so to 
the authors); if so, it may be skipped. Finally, we should say that the subject of the spin 
representations of sOm C is a very rich one, and one that accommodates many different 
points of view; the reader who is interested is encouraged to try some of the other 
approaches that may be found in the literature. 

§20.1: Clifford algebras and spin representations of sOmC 
§20.2: The spin groups SpinmC and SpinmlR 
§20.3: SpinsC and triality 

§20.1. Clifford Algebras and Spin Representations 
ofsomC 

We begin this section by trying to motivate the definition of Clifford algebras. 
We may begin by asking, why were we able to find all the representations of 
SLnlC or SP2nIC inside tensor powers ofthe standard representation, but only 
half the representations ofSOmlC arise this way? One difference that points in 
this direction lies in the topology of these groups: SLnlC and SP2nIC are simply 
connected, while SOmlC has fundamental group 7L/2 for m > 2 (for proofs 
see §23.1). Therefore SOmlC has a double covering, the spin group Spinmc' 
(For m ~ 6, these coverings could also be extracted from our identifications 
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ofthe adjoint group PSOm C with the adjoint group of other simply connected 
groups; e.g. the double cover of S03 C is SL2 C) We will see that the missing 
representations are those representations of Spinm C that do not come from 
representations of SO .. C 

This double covering may be most readily visible, and probably familiar, 
for the case of the real subgroup S031R of rotations: a rotation is specified by 
an axis to rotate about, given by a unit vector u, and an angle of rotation 
about u; the two choices ± u of unit vector give a two-sheeted covering. In 
other words, if D3 is the unit ball in 1R3, there is a double covering 

S3 = D3/oD 3 ~ S031R, 

which sends a vector v in D3 to rotation by the angle 2nllvll about the unit 
vector v/llvll (the origin and the unit sphere aD3 are sent to the identity 
transformation). 

This covering is even easier to see for the entire orthogonal group 031R, 
which is generated by reflections Rv in unit vectors v (with ± v determining 
the same reflection): we can describe the double cover of 031R as the group 
generated by unit vectors v, with relations 

whenever the compositions of the corresponding reflections are equal, i.e., 
whenever 

and also relations 
(-v)·(-w) = v·w 

for all pairs of unit vectors v and w. (Note that if we restricted ourselves to 
products of even numbers of the generators v E oD3 we would get back the 
double cover of the special orthogonal group S03 C) 

How should we generalize this? The answer is not obvious. For one thing, 
for various reasons we will not try to construct directly a group that covers 
the orthogonal group in general. Instead, given a vector space V (real or 
complex) and a quadratic form Q on V, we will first construct an algebra 
Cliff(V, Q), called the Clifford algebra. The algebra Cliff(V, Q) will then turn 
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out to contain in its multiplicative group a subgroup which is a double cover 
of the orthogonal group O(V, Q) of automorphisms of V preserving Q. 

By analogy with the construction of the double cover of S031R, the Clifford 
algebra Cliff(V, Q) associated to the pair (V, Q) is an associative algebra 
containing and generated by V. (When we want to describe the spin group 
inside Cliff(V, Q) we will restrict ourselves to products of even numbers of 
elements of V having a fixed norm Q(v, v); if odd products are allowed as well, 
we get a group called "Pin" which is a double covering of the whole orthogonal 
group.) To motivate the definition, we would like Cliff(V, Q) to be the algebra 
generated by V subject to relations analogous to those above for the double 
cover of the orthogonal group. In particular, for any vector v with Q(v, v) = 1, 
since the reflection Rv in the hyperplane perpendicular to v is an involution, 
we want 

v·v = 1 

in Cliff(V, Q). By polarization, this is the same as imposing the relation 

v·w + w·v = 2Q(v, w) 

for all v and w in V. In particular, w· v = - V· w if v and ware perpendicular. 
In fact, the Clifford algebra 1 will be defined below to be the associative algebra 
generated by V and subject to the equation V· v = Q(v, v). 

Looking ahead, we will see later in this section that each complex Clifford 
algebra contains an orthogonal Lie algebra as a subalgebra. The key theorem 
is then that Cliff(V, Q) is isomorphic either to a matrix algebra or to a sum of two 
matrix algebras. This in turn determines either one or two representations of 
the orthogonal Lie algebras, which turn out to be the representations which 
were needed to complete the story in the last lecture. Just as in the special linear 
and symplectic cases, the corresponding Lie groups are not really needed to 
construct the representations; they can be written down directly from the Lie 
algebra. In this section we do this, using the Clifford algebras to construct 
these representations of sOme directly, and verify that they give the missing 
spin representations. In the second section of this lecture we will show how 
the spin groups sit as subgroups in their multiplicative groups. 

Clifford Algebras 

Given a symmetric bilinear form Q on a vector space V, the Clifford algebra 
C = C(Q) = Cliff(V, Q) is an associative algebra with unit 1, which contains 
and is generated by V, with v· v = Q(v, v) · 1 for all v E V. Equivalently, we have 
the equation 

v·w + w · v = 2Q(v, w), (20.1) 

1 The mathematical world seems to be about evenly divided about the choice of signs here, and 
one must translate from Q to - Q to go from one side to the other. 
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for all v and w in V The Clifford algebra can be defined to be the universal 
algebra with this property: if E is any associative algebra with unit, and a 
linear mapping j: V -+ E is given such that j(V)2 = Q(v. v) · 1 for all v E V, or 
equivalently 

j(v)·j(w) + j(w)·j(v) = 2Q(v. w)·1 (20.2) 

for all v, w E V, then there should be a unique homomorphism of algebras from 
C(Q) to E extending j. The Clifford algebra can be constructed quickly by 
taking the tensor algebra 

T'(V) = EB v®n = C$ VEB(V® V)$(V® V® V)$···. 
n"O 

and setting C(Q) = T·(V)/I(Q). where I(Q) is the two-sided ideal generated by 
all elements of the form v ® v - Q(v. v)· 1. It is automatic that this C(Q) 
satisfies the required universal property. 

The facts that the dimension of C is 2m, where m = dim(V). and that the 
canonical mapping from V to C is an embedding. are part of the following 
lemma: 

Lemma 20.3. If ei • ...• em form a basis for V, then the products er = 
ei , ·ejz · .. . ·ejk • for I = {i i <;2 < ... < ik}' and with e; = 1. form a basis for 
C(Q) = Cliff(V, Q). 

PROOF. From the equations ej· ej + ej· ej = 2Q(ej. e) it follows immediately 
that the elements er generate C(Q). Their independence is not hard to verify 
directly; it also follows by seeing that the images in the matrix algebras under 
the mappings constructed below are independent. For another proof. note 
that when Q == O. the Clifford algebra is just the exterior algebra I\'V In 
general, the Clifford algebra can be filtered by subspaces Fl , consisting of those 
elements which can be written as sums of at most k products of elements in 
V; one checks that the associated graded space Fk/Fk+i is Nv For a third 
proof. one can verify that the Clifford algebra of the direct sum of two 
orthogonal spaces is the skew commutative tensor product of the Clifford 
algebras of the two spaces (cf. Exercise B.9), which reduces one to the trivial 
case where dim V = 1. 0 

Since the ideal I(Q) c T(V) is generated by elements of even degree, the 
Clifford algebra inherits a ll./211. grading: 

C = ceven $ c odd = C+ $ C- • 

with C+· C+ c C+, C+· c- c C-, c-· C+ c C-. C-· c- c C+; C+ is spanned 
by products of an even number of elements in Vand C- is spanned by products 
of an odd number. In particular. ceven is a subalgebra of dimension 2m- i . 

Since C(Q) is an associative algebra. it determines a Lie algebra. with 
bracket [a. b] = a· b - b· a. From now on we assume Q is nondegenerate. The 
new representations of sOmC will be found in two steps: 
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(i) embedding the Lie algebra 50(Q) = 50m C inside the Lie algebra of the even 
part of the Clifford algebra C(Q); 

(ii) identifying the Clifford algebras with one or two copies of matrix algebras. 

To carry out the first step we make explicit the isomorphism of Nv with 
50(Q) that we have discussed before. Recall that 

50(Q) = {X E End(V): Q(Xv, w) + Q(v, Xw) = 0 for all v, w in V} . 

The isomorphism is given by 

NV~50(Q) c End(V), 

for a and b in V, where CPQAb is defined by 

</JQAb(V) = 2(Q(b, v)a - Q(a, v)b). (20.4) 

It is a simple verification that </JQAb is in 50(Q). One sees that the natural bases 
correspond up to scalars, e.g., ei /\ e1l+i maps to 2(Ei,i - E1I+i ,1I+i)' so the map 
is an isomorphism. (The choice of scalar factor is unimportant here; it was 
chosen to simplify later formulas.) One calculates what the bracket on N V 
must be to make this an isomorphism of Lie algebras: 

[</JQAb' CPcAd] (v) = </JQAb 0 </JcAiv) - CPcl\d 0 </JQl\b(V) 

= 2</JQl\b(Q(d, v)c - Q(c, v)d) - 2</JCAiQ(b, v)a - Q(a, v)b) 

= 4Q(d, v)(Q(b, c)a - Q(a, c)b) 

- 4Q(c, v)(Q(b, d)a - Q(a, d)b) 

- 4Q(b, v)(Q(d, a)c - Q(c, a)d) 

+ 4Q(a, v)(Q(d, b)c - Q(c, b)d) 

= 2Q(b, c)</JQl\iv) - 2Q(b, d)</JQl\c(v) 

- 2Q(a, d)CPcl\b(V) + 2Q(a, C)CPdl\b(V). 

This gives an explicit formula for the bracket on Nv: 

[a /\ b, c /\ d] = 2Q(b, c)a /\ d - 2Q(b, d)a /\ c 

- 2Q(a, d)c /\ b + 2Q(a, c)d /\ b. (20.5) 

On the other hand, the bracket in the Clifford algebra satisfies 

[a'b,c'd] = a·b·c·d- c·d·a ·b 

= (2Q(b, c)a' d - a' c· b· d) - (2Q(a, d)c' b - c· a ' d· b) 

= 2Q(b, c)a ' d - (2Q(b, d)a' c - a' c· d· b) 

- 2Q(a, d)c ' b + (2Q(a, c) · d·b - a'c'd'b) 

= 2Q(b, c)a' d - 2Q(b, d)a' c - 2Q(a, d)c' b + 2Q(a, c) · d· b. 
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It follows that the map t/! : Nv -+ ClifT(V, Q) defined by 

t/!(a /\ b) = t(a' b - b · a) = a' b - Q(a, b) (20.6) 

is a map2 of Lie algebras, and by looking at basis elements again one sees that 
it is an embedding. This proves: 

Lemma 20.7. The mapping t/! 0 cp-l : so(Q)-+ C(Q)even embeds so(Q) as a Lie 
subalgebra of C(Q)even. 

Exercise 20.8. Show that the image of t/! is 

F2 11 C(Q)even 11 Ker(trace), 

where F2 is the subspace of C( Q) spanned by products of at most two elements 
of V, and the trace of an element of C(Q) is the trace of left multiplication by 
that element on C(Q). 

We consider first the even case: write V = WEB W', where Wand W' are 
n-dimensional isotropic spaces for Q. (Recall that a space is isotropic when Q 
restricts to the zero form on it.) With our choice of standard Q on V = 1(:2", 
W can be taken to be the space spanned by the first n basis vectors, W' by the 
last n. 

Lemma 20.9. The decomposition V = WEB W' determines an isomorphism of 
algebras 

C(Q) ~ End(I\·W), 

where I\·W = I\ow EB'" EB I\"w 

PROOF. Mapping C(Q) to the algebra E = End(I\·W) is the same as defining 
a linear mapping from V to E, satisfying (20.2). We must construct maps 
I: W -+ E and I': W' -+ E such that 

l(w)2 = 0, 1'(w')2 = 0, (20.10) 

and 

I(w) 0 I'(w') + I'(w') 0 I(w) = 2Q(w, w')J 

for any WE W, W' E W'. For each WE W, let L", E E be left multiplication by 
won the exterior algebra I\·W: 

L",(e) = w /\~, ~ E I\·W 

For f). E W*, let Ds E E be the derivation of I\·W such that Ds(1) = 0, Ds(w) = 
f).(w) E I\ow = I(: for WE W = N W, and 

2 Note that the bilinear form t/! given by (20.6) is alternating since t/!(a 1\ a) = 0, so it defines a 
linear map on IVV. 
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DI!(( 1\ e) = DI!(O 1\ e + (_1)deg('J( 1\ DI!(C). 

Explicitly, DI!(w1 1\ . .. 1\ wr ) = L: (-1)i-l.9(Wi)(Wl 1\ .•• 1\ Wi 1\ •• • 1\ wr ). Now 
set 

l(w) = L w , l'(w') = DI!, (20.11) 

where.9 E W* is defined by the identity .9(w) = 2Q(w, w') for all w E W. The re
quired equations (20.10) are straightforward verifications: one checks directly 
on elements in W = N W, and then that, if they hold on ( and e, they hold 
on ( 1\ e. Finally, one may see that the resulting map is an isomorphism by 
looking at what happens to a basis. D 

Exercise 20.12. The left C(Q)-module J\·W is isomorphic to a left ideal in C(Q). 
Show that if f is a generator for J\"W', then C(Q). f = J\·W· f, and the map 
(1---+ ( . f gives an isomorphism 

J\·W-+J\·W·f = C(Q)'f 

ofleft C(Q)-modules. 

Now we have a decomposition J\·W = NvenWE!) NddW into the sum of 
even and odd exterior powers, and C(w)even respects this splitting. We deduce 
from Lemma 20.9 an isomorphism 

C(Q)even ~ End(NVenw) ffi End(J\oddW). (20.13) 

Combining with Lemma 20.7, we now have an embedding of Lie algebras: 

(20.14) 

and hence we have two representations of so(Q) = 502nC, which we denote by 

S+ = J\_venw and S- = J\oddw. 

Proposition 20.15. The representations S± are the irreducible representations of 
502nC with highest weights ex = !(L1 + .. . + Ln) and P = !(L1 + . .. + Ln- 1 -

Ln). More precisely, 

S+ = r~ and S- = rp if n is even; 

S+ = rp and S- = r~ if n is odd. 

PROOF. We show that the natural basis vectors e1 = ei, 1\ ..• 1\ eik for J\·W 
are weight vectors. Tracing through the isomorphisms established above, we 
see that Hi = Ei,i - En+i,n+i in ~ C 502nC corresponds to !(ei 1\ en+i ) in J\2v, 
which corresponds to !(ei' en+i - 1) in C(Q), which maps to 

!(Le; 0 DM - J) = Lei 0 DeT - !I E End(J\·W). 

A simple calculation shows that 
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{
el ifieI 

L e, 0 Der(el) = 0 ifi ¢ I. 

Therefore, el spans a weight space with weight t(L;el L; - LUI Lj ). All such 
weights with given III mod 2 are congruent by the Weyl group, so each of 
S+ = Nvenw+ and S- = !\oddW must be an irreducible representation. The 
highest weights are easy to read otT. For example, the highest weight for 
Nven W is t L L; = IX if n is even, while if n is odd, its highest weight is p. D 

These two representations S+ and S- are usually called the half-spin 
representations of S02nC, while their sum S = S+ Ef> S- = !\'W is called the 
spin representation. Frequently, especially when we speak of the even and odd 
cases together, we call them all simply "spin representations." Elements of S 
are called spinors. For other proofs of the proposition see Exercises 20.34 and 
20.35. 

For the odd case, write V = W Ef> w' Ef> U, where Wand W' are n
dimensional isotropic subspaces, and U is a one-dimensional space perpendic
ular to them. For our standard Q on C2n+\ these are spanned by the first n, 
the second n, and the last basis vector. 

Lemma 20,16, The decomposition V = W Ef> w' Ef> U determines an isomor
phism of algebras 

C(Q) ~ End(!\'W) Ef> End(!\'W'). 

PROOF. Proceeding as in the even case, to map V to E = End(!\'W), map we W 
to Lw, w' e W' to DII , where .9(w) = 2Q(w, w') as before. Let Uo be the element 
in U such that Q(uo, uo) = 1, and send Uo to the endomorphism that is the 
identity on Nvenw, and minus the identity on !\oddW Since this involution 
skew commutes with all Lw and D II, the resulting map from V = W Ef> w' Ef> U 
to E determines an algebra homomorphism from C(Q) to E. The map to 
End(!\'W') is defined similarly, reversing the roles of Wand W'. Again one 
checks that the map is an isomorphism by looking at bases. D 

Exercise 20,17*, Find a generator for a left ideal of C(Q) that is isomorphic 
to !\'W 

The subalgebra C(Q)even of C(Q) is mapped isomorphically onto either of 
the factors by the isomorphism of the lemma, so we have an isomorphism in 
the odd case: 

C(Q)even ~ End(!\'W). 

As before, this gives a representation S = !\'W of Lie algebras: 

502n+1 C = 50(Q) C C(Q)cvcn ~ gl(!\'W) = 91(S). 

(20.18) 

(20.19) 
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Proposition 20.20. The representation S = I\·W is the irreducible representation 
of S02"+1 C with highest weight 

(X = t(L I + ... + L"). 

PROOF. Exactly as in the even case, each el is an eigenvector with with weight 
t(LiE1Li - LH1Lj ) . This time all such weights are congruent by the Weyl 
group, so this must be an irreducible representation, and the highest weight 
is clearly t(L l + ... + L"). 0 

As we saw in Lecture 19, the construction of this spin representation S 
finishes the proof of the existence theorem for representations of sOme, and 
hence for all of the classical complex semisimple Lie algebras. 

Exercise 20.21*. Use the above identification of the Clifford algebras with 
matrix algebras (or direct calculation) to compute their centers. In particular, 
show that the intersection of the center of C with the even subalgebra ceven is 
always the one-dimensional space of scalars. Show similarly that if x is in codd 

and x . v = - V· x for all v in V, then x = o. 

Exercise 20.22*. For X E so(Q) and v E V, we have X ' v E V by the standard 
action of so(Q) on V. On the other hand, we have identified so(Q) and Vas 
subspaces of the Clifford algebra C, so we can compute the commutator 
[X, v]. Show that these agree: 

X' v = [X, v] EVe C. 

Problem 20.23*. Let C(p, q) be the real Clifford algebra corresponding to the 
quadratic form with p positive and q negative eigenvalues. Lemmas 20.9 and 
20.16 actually construct isomorphisms of C(n, n) with a real matrix algebra, 
and ofC(n + 1, n) with a product of two real matrix algebras. Compute C(p, q) 
for other p and q. All are products of one or two matrix algebras over IR, e, 
or IHI. 

§20.2. The Spin Groups Spinm C and Spinm ~ 

The Clifford algebra C = C(Q) is generated by the subspace V = em, and C 
has an anti-involution x 1-+ x*, determined by 

(Vi· .. · • v,)* = (-I)'v,. .. . ' VI 

for any VI' ..• , v, in V. This operation *, sometimes called the conjugation, is 
the composite of: 

the main antiautomorphism or reversing map -r : C -+ C determined by 
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r(v i ... . . Vr) = Vr ···· Vi (20.24) 

for Vi' . •. ' vr in V, and 

the main involution tx which is the identity on ceven and minus the identity 
on codd, i.e., 

tx(V i . • ... Vr) = (-l)'Vi ..... Vr. (20.25) 

Note that (X· y)* = y* . x*, which comes from the identities r(x . y) = r(y)· r(x) 
and tx(x . y) = tx(x) · tx(y). 

Exercise 20.26. Use the universal property for C to verify that these are well 
defined: show that tx is a homomorphism from C to C and r is a well-defined 
homomorphism from C to the opposite algebra of C (the algebra with the 
same vector space structure, but with reversed multiplication: x 7y = y . x). 

Instead of defining the spin group as the set of products of certain elements 
of V, it will be convenient to start with a more abstract definition. Set 

Spin(Q) = {x E C(Q)even: x · x· = 1 and x· V' x* c V}. (20.27) 

We see from this definition that Spin(Q) forms a closed subgroup of the group 
of units in the (even) Clifford algebra. Any x in Spin(Q) determines an endo
morphism p(x) of V by 

p(xHv)=x·v·x*, vEV. 

Proposition 20.28. For x E Spin(Q), p(x) is in SO(Q). The mapping 

p: Spin(Q) -. SO(Q) 

is a homomorphism, making Spin(Q) a connected two-sheeted covering of SO(Q). 
The kernel of pis {I, -I}. 

PROOF. We will prove something more. Define a larger subgroup, this time of 
the multiplicative group of C(Q), by 

Pin(Q) = {x E C(Q): X· x* = 1 and X' V' x* c V}, (20.29) 

and define a homomorphism 

p: Pin(Q) -. O(Q), p(x)(V) = tx(x)' V· x*, (20.30) 

where tx: C(Q) -. C(Q) is the main involution. 
To see that p(x) preserves the quadratic form Q, we use the fact that for w 

in V, Q(w, w) = w' w = - W' w*, and calculate: 

Q(p(xHv), p(x)(v» = - tx(x)' V · x*' (tx(x)· V· x*)* 

= - tx(x)' v . x* . x . v* . tx(x)* 



§20.2. The Spin Groups SpinmC and SpinmlR 

= -a(x)·v·v*·a(x*) 

= Q(v, v)a(x)· a(x*) 

= Q(v, v)a(x· x*) = Q(v, v). 
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We claim next that p is surjective. This follows from the standard fact (see 
Exercise 20.32) that the orthogonal group O(Q) is generated by reflections. 
Indeed, if Rw is the reflection in the hyperplane perpendicular to a vector w, 
normalized so that Q(w, w) = -1, it is easy to see that w is in Pin(Q) and 
p(w) = Rw; in fact, 

w·w* = w ·(-w) = - Q(w, w) = 1, 

and so 

p(w)(w) = a(w) · w · w* = -w · l = -w; 

and if Q(w, v) = 0, 

p(w)(v) = a(w) · v·w* = -w · v·w* = v·w·w* = v. 

The next claim is that the kernel of p on the larger group Pin(Q) is ± 1. 
Suppose x is in the kernel, and write x = Xo + X 1 with Xo E ceven and Xl E Codd• 

Then Xo • v = v· Xo for all v E V, so Xo is in the center of C. And Xl · V = - v . Xl 

for all v E V. By Exercise 20.21, Xo is in C · 1, and Xl = O. So x = Xo is in C and 
x 2 = 1; so x = ± 1. 

It follows that if R E O(Q) is written as a product of reflections Rw, 0 •• • 0 Rwr , 

then the two elements in p -1 (R) are ± W 1 •• •• • wr • In particular, we get another 
description of the spin groups: 

Spin(Q) = Pin(Q) n C(Q)ovcn = p-1(SO(Q)) 

(20.31) 

Since -1 = v· v for any v with Q(v, v) = -1, we see that the spin group 
consists of even products of such elements. 

To complete the proof, we must check that Spin(Q) is connected or, equiva
lently, that the two elements in the kernel of p can be connected by a path. 
We leave this now as an exercise, since much more will be seen shortly. 0 

Exercise 20.32*. Let Q be a nondegenerate symmetric bilinear form on a real 
or complex vector space V. 

(a) Show that if v and ware vectors in V with Q(v, v) = Q(w, w) ~ 0, then 
there is either a reflection or a product of two reflections that takes v into w. 

(b) Deduce that every element of the orthogonal group of Q can be written 
as the product of at most 2·dim(V) reflections. 

Exercise 20.33*. Since Spin(Q) is a subgroup of the multiplicative group of 
C(Q), its Lie algebra is a subalgebra of C(Q) with its usual bracket. Verify that 
this subalgebra is the subalgebra so(Q) that was constructed in §20.1. 
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Exercise 20.34. The fact that !\"W (and !\"W' in the odd case) is an irreducible 
module over C(Q) is equivalent to the fact that it is an irreducible represen
tation of the group Pin(Q) since the linear span of Pin(Q) is dense in C(Q). 

(a) Apply the analysis of §5.1 to the subgroup 

Spin(Q) c Pin(Q) 

of index two. In the odd case, !\"W and !\"W' are conjugate representations, 
so their restrictions to Spin(Q) are isomorphic and irreducible: this is the spin 
representation. In the even case, !\"W is self-conjugate, and its restriction to 
Spin(Q) is a sum of two conjugate irreducible representations, which are the 
two half-spin representations. 

(b) Of the representations of Spin(Q) (i.e., the representations of sOme), 
which induce irreducible representations of Pin( Q) and which are restrictions 
of irreducible representations of Pin(Q)? 

Exercise 20.35. Deduce the irreducibility of the spin and half-spin represen
tations from the fact that their restrictions to the 2-groups of Exercise 3.9 are 
irreducible representations of these finite groups. 

Exercise 20.36*. Show that the center ofSpinm(e) is p-l(l) = {± I} ifm is odd. 
If m is even show that the center is 

p-l(± 1) = {± 1, fro}, 

where, in terms of our standard basis, 

2 

Exercise 20.37*. Show that the spin representation Spin(Q) -+ GL(S) maps 
into the special linear group SL(S). Show that for m = 2n and n even, the 
half-spin representations also map into the special linear groups SL(S+) and 
SL(S-). 

Exercise 20.38*. Construct a nondegenerate bilinear pairing p on the spinor 
space S = !\"W by choosing an isomorphism of NW with C and letting P(s, t) 
be the image of r(s) /\ t E !\"W by the projection to Nw = C, where r is the 
main antiautomorphism). 

(a) When m = 2n, show that P can also be defined by the identity P(s, t)f = 
r(5 ' f). t· f for an appropriate generator f of NW'. Deduce that the action 
of Spin(Q) on S respects the bilinear form p. 

(b) Show that p is symmetric if n is congruent to 0 or 3 modulo 4, and 
skew-symmetric otherwise. So the spin representation is a homomorphism 

Spin2n+l C -+ S02nC if n == 0, 3 (4), 

Spin2n +l C -+ SP2nC if n == 1,2 (4). 
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(c) If m = 2n, the restrictions of p to S+ and S- are zero if n is odd. For n 
even, deduce that the half-spin representations are homomorphisms 

Spin2nC -+ S02"-1 C if n == 0 (4), 

Spin2nC -+ SP2"-1 C if n == 2 (4). 

Note in particular that SpingC has two maps to SOgC in addition to the 
original covering. "Triality," which we discuss in the next section, describes 
the relation among these three homomorphisms. 

Exercise 20.39. Show that the spin and half-spin representations give the 
isomorphisms we have seen before: 

Spin2C ~ GL(S+) = GL 1 C = C·, 

Spin3C ~ SL(S) = SL2C, 

Spin4C ~ SL(S+) x SL(S-) = SL2C x SL2C, 

Spins C ~ Sp(S) = Sp4 C, 

Spin6C ~ SL(S+) = SL4C. 

Exercise 20.40. Let Cm denote the Clifford algebra of the vector space cm with 
our standard quadratic form Qm. 

(a) The embedding ofc2n = W Ef> W' in c 2n+1 = WEt> W' Ef> Vas indicated 
induces an embedding of C2n in C2n+1' and corresponding embedding of 
Spin2nC in Spin2n+1 C and ofS02nC in S02n+1 C. Show that the spin represen
tation S ofSpin2n+1 C restricts to the spin representation S+ Ef> S- ofSpin2nC. 

(b) Similarly there is an embedding of Spin2n+1 C in Spin2n+2C coming 
from an embedding ofC2n+1 = WEt> W' Ef> VinC2n+2 = WEt> W'Ef> VI Ef> V2 ; 

here VI EB V2 = C Et> C with the quadratic form (~ ~), and V = C is 

embedded in VI Ef> V2 by sending 1 to (fi' fi) Show that each of the 

half-spin representations of Spin2n+2 C restricts to the spin representation of 
Spin2n+1 C. 

Very little of the above discussion needs to be changed to construct the real 
spin groups Spinm(IR), which are double coverings of the real orthogonal 
groups SOm(IR). One uses the real Clifford algebra Cliff(lRm, Q) associated to 
the real quadratic form Q = - Qm, where Qm is the standard positive definite 
quadratic form on IRm. If Vi are an orthonormal basis, the products in this 
Clifford algebra are given by 

and Vi · Vi = -1. 
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The same definitions can be given as in the complex case, giving rise to 
coverings Pinm(~) of Om(~) and Spinm(~) of SOm(~). 

Exercise 20.41. Show that Spinm~ is connected by showing that if v and ware 
any two perpendicular elements in V with Q(v, v) = Q(w, w) = -1, the path 

t 1-+ (cos(t)v + sin(t)w)· (cos(t)v - sin(t)w), O:s t :s nl2 

connects - 1 to 1. 

Exercise 20.42. Show that i 1-+ V2 • v3 , j 1-+ V3 • VI' k 1-+ VI· v2 determines an iso
morphism of the quatemions IHI onto the even part of Cliff(~3, -Q3)' such 
that conjugation - in IHI corresponds to the conjugation * in the Clifford 
algebra. Show that this maps Sp(2) = {q E IHIlqq = I} isomorphically onto 
Spin3~' and that this isomorphism is compatible with the map to S03 ~ 
defined in Exercise 7.15. 

More generally, if Q is a quadratic form on ~m with p positive and q negative 
eigenvalues, we get a group Spin+(p, q) in the Clifford algebra C(p, q) = 
Cliff(~m, Q), with double coverings 

Spin+(p, q) -+ SO+(p, q). 

Exercise 20.43*. Show that Spin+(p, q) is connected if p and q are positive, 
except for the case p = q = 1, when it has two components. Show that if in 
the definition of spin groups one relaxes the condition x· x* = 1 to the 
condition x· x* = ± 1, one gets coverings Spin(p, q) of SO(p, q). 

§20.3. Spins C and Triality 

When m is even, there is always an outer automorphism of Spinm(C) that 
interchanges the two spin representations S+ and S-, while preserving the 
basic representation V = Cm (cf. Exercise 19.9). In case m = 8, all three ofthese 
representations V, S+ , and S- are eight dimensional. One basic expression of 
triality is the fact that there are automorphisms of SpinsC or sOsC that 
permute these three representations arbitrarily. (In fact, the group of outer 
automorphisms modulo inner automorphisms is the symmetric group on 
three elements.) We give a brief discussion of this phenomenon in this section, 
in the form of an extended exercise. 

To see where these automorphisms might come from, consider the four 
simple roots: 

0(1 = Ll - L 2 , 0(2 = L2 - L 3, 0(3 = L3 - L 4 , 0(4 = L3 + L 4 • 

Note that 0(1' 0(3' and 0(4 are mutually perpendicular, and that each makes an 
angle of 120° with 0(2: 
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Exercise 20.44·. For each of the six permutations of {cx l , CX 3 , cx4 } find the 
orthogonal automorphism of the root space which fixes CX2 and realizes the 
permutation of (Xl' cx 3 , and CX4 • 

Each automorphism of this exercise corresponds to an automorphism of 
the Cartan subalgebra ~. In the next lecture we will see that such auto
morphisms can be extended (nonuniquely) to automorphisms of the Lie 
algebra 508((:), (For explicit formulas see [Ca2].) 

There is also a purely geometric notion of triality. Recall that an even
dimensional quadric Q can contain linear spaces A of at most half the dimen
sion of Q, and that there are two families of linear spaces of this maximal 
dimension (cf. [G-H], [Ha]). In case Q is six-dimensional, each of these 
families can themselves be realized as six-dimensional quadrics, which we may 
denote by Q+ and Q- (see below). Moreover, there are correspondences that 
assign to a point of anyone of these quadrics a 3-plane in each of the others: 

Point in Q --- 3-plane in Q+ 

/ '" 3-plane in Q- Point in Q- (20.45) 

~ /' 
Point in Q+ --- 3-plane in Q 

Given P E Q, {A E Q+: A contains P} is a 3-plane in Q+, and {A E Q-: A 
contains P} is a 3-plane in Q- . 

Given A E Q+, A itself is a 3-plane in Q, and {r E Q-: rnA is a 2-plane} 
is a 3-plane in Q-. 

Given A E Q- , A itself is a 3-plane in Q, and {r E Q+ : rnA is a 2-plane} 
is a 3-plane in Q+ . 

To relate these two notions of triality, take Q to be our standard quadric 
in p 7 = P(V), with V = W $ W' with our usual quadratic space, and let 
S+ = J\evenW and S- = NddW be the two spin representations. In Exercise 
20.38 we constructed quadratic forms on S+ and S-, by choosing an iso
morphism of Nw with C. This gives us two quadrics Q+ and Q- in P(S+) 
and P(S-). 

To identify Q+ and Q- with the families of 3-planes in Q, recall the action 
of V on S = !\'W = S+ Etl S- which gave rise to the isomorphism of the 
Clifford algebra with End(S) (cf. Lemma 20.9). This in fact maps S+ to S-
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and S- to S+; so we have bilinear maps 

V x S+ ..... S- and V x S- ..... S+ . (20.46) 

Exercise 20.47. Show that for each point in Q+, represented by a vector S E S+ , 
{v E V: V· S = O} is an isotropic 4-plane in V, and hence determines a projective 
3-plane in Q. Similarly, each point in Q- determines a 3-plane in Q. Show that 
every 3-plane in Q arises uniquely in one of these ways. 

Let ( , >v denote the symmetric form corresponding to the quadratic 
form in V, and similarly for S+ and S- . Define a product 

S+ x S- ..... V, S X tl-+ s· t, (20.48) 

by requiring that (v, s· t>v = (v ' s, t)s- for all v E V 

Exercise 20.49. Use this product, together with those in (20.46), to show that 
the other four arrows in the hexagon (20.45) for geometric triality can be 
described as in the preceding exercise. 

This leads to an algebraic version of triality, which we sketch following 
[Ch2]. The above products determine a commutative but nonassociative 
product on the direct sum A = V Ef> S+ EB S-. The operation 

(v, s, t)1-+ (v ' s, t)s-

determines a cubic form on A, which by polarization determines a symmetric 
trilinear form <I> on A. 

Exercise 20.50*. One can construct an automorphism J of A of order three 
that sends V to S+, S+ to S-, and S- to V, preserving their quadratic forms, 
and compatible with the cubic form. The definition of J depends on the 
choice of an element VI E V and Sl E S+ with (VI' VI >v = (Sl, Sl )s+ = 1; set 
tl = VI' SI' so that (t l , tl )s- = 1 as well. The map J is defined to be the 
composite p, 0 v of two involutions p, and v, which are determined by the 
following: 

(i) p, interchanges S+ and S-, and maps V to itself, with p,(s) = VI' S for S E S+; 
p,(v) = 2(v, VI >Vv l - v for v E V 

(ii) v interchanges V and S-, maps S+ to itself, with v(v) = V ' SI for v E V; 
v(s) = 2(s, Sl)S+SI - s for S E S+. 

Show that this J satisfies the asserted properties. 

Exercise 20.51 *. In this algebraic form, triality can be expressed by the asser
tion that there is an automorphism j ofSpinsC of order 3 compatible with J, 
i.e., such that for all x E Spins C, the following diagrams commute: 
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J -
v ---;--+ S+ ---;--+ S- ---;--+ V 
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If j' : $08C -+ $08C is the map induced by j, the fact that j is compatible 
with the trilinear form CI> (cf. Exercise 20.49) translates to the "local triality" 
equation 

CI>(X v, s, t) + CI>(v, Ys, t) + CI>(v, s, Zt) = 0 

for X E $08C, Y = j'(X), Z = j'(Y). 



PART IV 

LIE THEORY 

The purpose of this final part of the book is threefold. 
First of all, we want to complete the program stated in the introduction to 

Part II. We have completed the first two steps of this program, showing in 
Part II how the analysis of representations of Lie groups could be reduced to 
the study of representations of complex Lie algebras, of which the most 
important are the semisimple; and carrying out in Part III such an analysis 
for the classical Lie algebras sInC, sP2nC, and sOme. To finish the story, we 
want now to translate our answers back into the terms ofthe original problem. 
In particular, we want to deal with representations of Lie groups as well as 
Lie algebras, and real groups and algebras as well as complex. The passage 
back to groups is described in Lecture 21, and the analysis of the real case in 
Lecture 26. 

Another goal of this Part is to establish a framework for some of the results 
of the preceding lectures-to describe the general theory of semisimple Lie 
algebras and Lie groups. The key point here is the introduction of the Dynkin 
diagram and its use in classifying all semisimple Lie algebras over e. From 
one point of view, the impact of the classification theorem is not great: it just 
tells us that we have in fact already analyzed all but five of the simple Lie 
algebras in existence. Beyond that, however, it provides a picture and a 
language for the description of the general Lie algebra. This both yields a 
description of the five remaining simple Lie algebras and allows us to give 
uniform descriptions of associated objects: for example, the compact homo
geneous spaces associated to simple Lie groups, or the characters of their 
representations. The classification theory of semisimple Lie algebras is given 
in Lecture 21; the description in these terms of their representations and 
characters is given in Lecture 23. The five exceptional simple Lie algebras, 
whose existence is revealed from the Dynkin diagrams, are studied in Lecture 
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22; we give a fairly detailed account of one of them (g2), with only brief 
descriptions of the others. 

Third, all this general theory makes it possible to answer the main out
standing problem left over from Part III: a description of the multiplicities of 
the weights in the irreducible representations of the simple Lie algebras. We 
give in Lectures 24 and 25 a number of formulas for these mUltiplicities. 

This, it should be said, represents in some ways a shift in style. In the 
previous lectures we would typically analyze special cases first and deduce 
general patterns from these cases; here, for example, the Weyl character 
formula is stated and proved in general, then specialized to the various 
individual cases (this is the approach more often taken in the literature on the 
subject). In some ways, this is a fourth goal of Part IV: to provide a bridge 
between the naive exploration of Lie theory undertaken in Parts II and III, 
and the more general theory readers will find elsewhere when they pursue the 
subject further. 

Finally, we should repeat here the disclaimer made in the Preface. This 
part of the book, to the extent that it is successful, will introduce the reader 
to the rich and varied world of Lie theory; but it certainly undertakes no 
serious exploration of that world. We do not, for example, touch on such 
basic constructions as the universal enveloping algebra, Verma modules, Tits 
buildings; and we do not even hint at the fascinating subject of (infinite
dimensional) unitary representations. The reader is encouraged to sample 
these and other topics, as well as those included here, according to background 
and interest. 



LECTURE 21 

The Classification of Complex Simple 
Lie Algebras 

In the first section of this lecture we introduce the Dynkin diagram associated to a 
semisimple Lie algebra 9. This is an amazingly efficient way of conveying the structure 
of 9: it is a simple diagram that not only determines 9 up to isomorphism in theory, 
but in practice exhibits many of the properties of 9. The main use of Dynkin diagrams 
in this lecture, however, will be to provide a framework for the basic classification 
theorem, which says that with exactly five exceptions the Lie algebras discussed so far 
in these lectures are all the simple Lie algebras. To do this, in §21.2 we show how to 
list all diagrams that arise from semisimple Lie algebras. In §21.3 we show how to 
recover such a Lie algebra from the data of its diagram, completing the proof of the 
classification theorem. All three sections are completely elementary, though §21.3 gets 
a little complicated; it may be useful to read it in conjunction with §22.l, where the 
process described is carried out in detail for the exceptional algebra 92' (Note that 
neither §21.3 or §22.1 is a prerequisite for §22.3, where another description of 92 will 
be given.) 

§21.1 : Dynkin diagrams associated to semisimple Lie algebras 
§21.2: Classifying Dynkin diagrams 
§21.2: Recovering a Lie algebra from its Dynkin diagram 

§21.1. Dynkin Diagrams Associated to Semisimple 
Lie Algebras 

For the following, we will let 9 be a semisimple Lie algebra; as usual, a Cartan 
subalgebra l) of 9 will be fixed throughout. As we have seen, the roots R of 9 
span a real subspace of l)* on which the Killing form is positive definite. We 
denote this Euclidean space here by IE, and the Killing form on IE simply by 
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( , ) instead of B( , ). Tbe geometry of bow R sits in IE is very rigid, as indicated 
by the pictures we have seen for the classical Lie algebras. In this section we 
will classify the possible configurations, up to rotation and multiplication by 
a positive scalar in IE. In the next section we will see that this geometry 
completely determines the Lie algebra. 

The following four properties of the root system are all that are needed: 

(1) R is a finite set spanning IE. 
(2) ex E R ~ - ex E R, but k . ex is not in R if k is any real number other than ± 1. 
(3) For ex E R, the reflection w.. in the hyperplane ex1- maps R to itself. 
(4) For ex, PER, the real number 

is an integer. 

Except perhaps for the second part of (2), these properties have been seen 
in Lecture 14. For example, (4) is Corollary 14.29. Note that npa = P(Ha), and 

(21.1) 

For (2), consider the representation i = EBk 9k. of the Lie algebra Sa ~ s12 C. 
Note that all the nonzero factors but ~ = 90 are one dimensional. We may 
assume ex is the smallest nonzero root that appears in the string. Now, 
decompose i as an Sa-module: 

i = Sa EB i'. 

By the hypothesis that ex is the smallest nonzero root that appears in the string, 
i' is a representation of Sa having no eigenspace with eigenvalue 1 or 2 for Ha . 

lt follows that i' must be trivial, i.e., 9k« = (0) for k # 0 or ± 1. 
Any set R of elements in a Euclidean space IE satisfying conditions (1) to (4) 

may be called an (abstract) root system. 
Property (4) puts very strong restrictions on the geometry of the roots. If 

:) is the angle between ex and p, we have 

In particular, 

IIPII 
npa = 2 cos(:)W' (21.2) 

(21.3) 

is an integer between 0 and 4. The case when this integer is 4 occurs when 
cos(.9) = ± 1, i.e. P = ± ex. Omitting this trivial case, the only possibilities are 
therefore those gjven in the following table. Here we have ordered the two 
roots so that IIPII ~ lIall, or Inpal ~ Inapl. 
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Table 21.4 

cos(.9) J3/2 J"i/2 1/2 0 -1/2 -J"i/2 -J3/2 
.9 rt/6 rt/4 rt/3 rt/2 2rt/3 3rt/4 5rt/6 
np. 3 2 1 0 -1 -2 -3 
n.p 1 1 0 -1 -1 -1 

IIPII J3 J"i J"i J3 * IIIX II 

In other words, the relation of any two roots ex and f3 is one of 

./ / 1_" i rt/2 ~3 "~/4 " J!:!..6 
&/6 L:;14li!.3 ~ u.... ~ ~ 
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The dimension n = dim RIE = dime£) is called the rank (of the Lie algebra, 
or the root system), It is easy to find all those of smallest ranks. As we write 
them down, we will label them by the labels (An), (Bn), ' . ' that have become 
standard, 

Rank 1. The only possibility is 

which is the root system of 5J2 iC. 

Rank 2. Note first that by Property (3), the angle between two roots must be 
the same for any pair of adjacent roots in a two-dimensional root system, As 
we will see, any of the four angles n/2, n/3, n/4, and n/6 can occur; once this 
angle is specified the relative lengths of the roots are determined by Property 
(4), except in the case of right angles. Thus, up to scalars there are exactly four 
root systems of dimension two. First we have the case 9 = nf2, 

which is the root system of 512 C X 512 C ~ 504 iC. 
(In general, the orthogonal direct sum of two root systems is a root system; 
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a root system that is not such a sum is called irreducible. Our task will be 
to classify all irreducible root systems.) 

The other root systems of rank 2 are 

(A,) 

* 
the root system of sI3 C; 

(B,) 

the root system of sosC ~ SP4C; and 

(G,) 

Although we have not yet seen a Lie algebra with this root system, we will see 
that there is one. 

Exercise 21.5. Show that these are all the root systems of rank 2. 

Exercise 21.6. Show that a semisimple Lie algebra is simple if and only if its 
root system is irreducible. 

Rank 3. Besides the direct sums of (A 1) with one of those ofrank 2, we have 
the irreducible root systems we have seen; we draw only dots at the ends of 
the vectors, the origins being in the centers of the reference cubes: 
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.L-- __ _ 

---~ 

which is the root system of 514 C ~ 506 C; 

the root system of 507C; 

the root system of 5P6C 

.. ~. 
I": .... ...• :' .. ~ ". 

:' ... 1··:···· : ":, 
•... ::.: ...... ... :.' ..... ::e 

'1'· : ' 
.2<'. :',.:' ./ -:r;~ 

---¥ .•. 

Exercise 21.7. Show that there are no other root systems of rank 3. 
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We can further reduce the data of a root system by introducing a subset of 
the roots, called the simple roots, First, choose as in Lecture 14 a direction 
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I: IE -+ IR, so that R = R+ U R- is a disjoint union of positive and negative 
roots. Call a positive root simple if it is not the sum oftwo other positive roots. 
For the classical Lie algebras, keeping the notations and conventions of 
Lectures 15-20, the simple roots are 

(An) sln+l C Ll - L 2, L2 - L 3 , . .. , Ln- l - Ln, Ln - Ln+l' 

Ll - L2, L2 - L 3 , ... , L n- l - Ln, Ln, 

L l - L 2 , L2 - L 3 , • • • , L n - l - Ln, 2Ln, 

Ll - L2, L2 - L 3 , ... , L n- l - Ln, L n - l + Ln· 

Exercise 21.8. Verify this list, and find two simple roots for (G2)· 

We next deduce a few consequences of properties (1)-(4), which indicate 
how strong these axioms are. They will be used in the present classification of 
abstract systems, as well as in the following section. 

(5) If a, p are roots with P :f. ± a, then the a-string through p, i.e., the roots of 
the form 

P - pa, P - (p - l)a, .. . , p - a, p, p + a, p + 2a, .. . , p + qa 

has at most four in a string, i.e. p + q ~ 3; in addition, p - q = nplJ' 

Indeed, since ~(P + qa) = p - pa, and 

~(P + qa) = (P - nplJa) - qa, 

we must have p = nplJ + q, which is the second equality. For the first, we may 
take p = 0, and then q = - nplJ , which we have seen is an integer no larger 
than three. As a consequence of(5) we have 

(6) Suppose a, p are roots with p :f. ±a. Then 

(P, a) > ° => a - P is a root; 
(P, a) < ° => a + P is a root. 

If (P, a) = 0, then a - P and a + P are simultaneously roots or nonroots. 

(7) If a and P are distinct simple roots, then a - P and P - a are not roots. 

This follows from the definition of simple, since from the equation 
a = P + (a - p), a - P cannot be in R+, and similarly -(a - P) = P - a 
cannot be in R+ . From (6) and (7) we deduce that (a, P) ~ 0, i.e., 

(8) The angle between two distinct simple roots cannot be acute. 

(9) The simple roots are linearly independent. 

This follows from (8) by 

Exercise 21.9*. If a set of vectors lies on one side of a hyperplane, with all 
mutual angles at least 90°, show that they must be linearly independent. 
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(10) There are precisely n simple roots. Each positive root can be written 
uniquely as a non-negative integral linear combination of simple roots. 

Since R spans IE, the first statement follows from (9), as does the uniqueness 
of the second statement. The fact that any positive root can be written as a 
positive sum of simple roots follows readily from the definition, for if ex were a 
positive root with minimal l(ex) that could not be so written, then ex is not 
simple, so ex = P + y, with p and y positive roots with I(P), l(y) < l(ex). 

Note that as an immediate corollary of (10) it follows that no root is a linear 
combination of the simple roots exi with coefficients of mixed sign. For example, 
(7) is just a special case of this. 

The Dynkin diagram of the root system is drawn by drawing one node 0 
for each simple root and joining two nodes by a number of lines depending 
on the angle 9- between them: 

no lines 0 0 if ~ = 1tI2 

one line 0--0 if ~ = 21t13 

two lines ~ if ~ = 31t14 

three lines 0:$=0 if " = 51t16 . 

When there is one line, the roots have the same length; if two or three lines, 
an arrow is drawn pointing from the longer to the shorter root. 

Exercise 21.10. Show that a root system is irreducible if and only if its Dynkin 
diagram is connected. 

We will see later that the Dynkin diagram of a root system is independent 
of the choice of direction, i.e., of the decomposition of R into R+ and R-. 

§21.2. Classifying Dynkin Diagrams 

The wonderful thing about Dynkin diagrams is that from this very simple 
picture one can reconstruct the entire Lie algebra from which it came. We will 
see this in the following section; for now, we ask the complementary question 
of which diagrams arise from Lie algebras. Our goal is the following classifica
tion theorem, which is a result in pure Euclidean geometry. (The subscripts 
on the labels (An), ... are the number of nodes.) 

Theorem 21.1 1. The Dynkin diagrams of irreducible root systems are precisely: 
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(An) 0----0-- .. .. --0---0 (n ~ 1) 

(B.) 0----0-- . . . . -a:+n (n~2) 

(en) 0----0-- . .. . -a=¢:o (n ~ 3) 

(D.) 0----0-- .. . . -< (n~4) 

( E 6 ) ~ 
( E7 ) ~ 

( F 4) o----a::::;:o--

The first four are those belonging to the classical series we have been 
studying: 

(An) sln+1 C 
(B.) S02.+1 C 

(C.) SP2nC 

(D.) S02.C 

The restrictions on n in these series are to avoid repeats, as well as degenerate 
cases. Indeed, the diagrams can be used to recall all the coincidences we have 
seen: 

When n = 1, all four of the diagrams become one node. The case (D1) is 
degenerate, since S02 C is not semisimple, while the coincidences (C1) = (B 1) = 
(Ad correspond to the isomorphisms 

SP2C ~ 503C 8: S(2C o. 
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For n = 2, (02) = (AI) X (Ad consists of two disjoint nodes, correspond
ing to the isomorphism 

S04C ~ S[2C X S[2C 0 O . 

The coincidence (C2 ) = (B2 ) corresponds to the isomorphism 

SP4C ~ sosC o::¢:n = c:r:+o\. 
For n = 3, the fact that (03) = (A3) reflects the isomorphism 

.o,e '" ,I,e < ~ 0--0---0 . 

PROOF OF THE THEOREM. Our desert-island reader would find this a pleasant 
pastime. For example, if there are two simple roots with angle 5n/6, the plane 
of these roots must contain the G 2 configuration of 12 roots. It is not hard to 
see that one cannot add another root that is not perpendicular to this plane, 
without some ofthe 12 angles and lengths being wrong. This shows that (G2) 

is the only connected diagram containing a triple line. At the risk of spoiling 
your fun, we give the general proof of a slightly stronger result. 

In fact, the angles alone determine the possible diagrams. Such diagrams, 
without the arrows to indicate relative lengths, are often called Coxeter 
diagrams (or Coxeter graphs). Define a diagram of n nodes, with each pair 
connected by 0, 1, 2, or 3 lines, to be admissible if there are n independent unit 
vectors e I, . . . , en in a Euclidean space IE with the angle between e; and ej being 
n/2, 2n/3, 3n/4, or 5n/6, according as the number oflines between correspond
ing nodes is 0, 1, 2, or 3. The claim is that the diagrams of the above Dynkin 
diagrams, ignoring the arrows, are the only connected admissible diagrams. 
Note that 

(e; , ej ) = 0, -1/2, - Ji/2, or - ./3/2, (21.12) 

according as the number of lines between them is 0, 1,2, or 3; equivalently, 

4(e;, ej)2 = number of lines between e; and ej. (21.13) 

The steps of the proof are as follows: 

(i) Any subdiagram of an admissible diagram, obtained by removing some 
nodes and all lines to them, will also be admissible. 

(ii) There are at most n - 1 pairs of nodes that are connected by lines. The 
diagram has no cycles (loops). 

Indeed, if e; and ej are connected, 2(e;, ej) :s; -1, and 

° < (I e;, I e;) = n + 2 I (e;, ej), 
i <j 

which proves the first statement of(ii). The second follows from the first and (i). 
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(iii) No node has more than three lines to it. 

By (i), we may assume that el is connected to each of the other nodes; by 
(ii), no other nodes are connected to each other. We must show that 
LJ= 2 4(e I , ej)2 < 4. Since e 2 , •.. , en are perpendicular unit vectors, and e I is 
not in their span, 

n 

1 = (e l , ed2 > L (e l , eY, 
j=2 

as required. 

(iv) In an admissible diagram, any string of nodes connected to each other 
by one line, with none but the ends of the string connected to any other nodes, 
can be collapsed to one node, and resulting diagram remains admissible: 

0: D 0: 
:0-----0- . . . . --0----0: :0: 

CJ D CJ D 

If e I, .. . , er are the unit vectors corresponding to the string of nodes, then 
e' = e I + . .. + er is a unit vector, since 

(e', e') = r + 2«e l , e2) + (e2 , e3) + ... + (er- l , er» 

= r - (r - 1). 

Moreover, e' satisfies the same conditions with respect to the other vectors 
since (e' , e) is either (e l , ej ) or (e" ej). 

Now we can rule out the other admissible connected diagrams not on our 
list. First, from (iii) we see that the diagram (G 2) has the only triple edge. Next, 
there cannot be two double lines, or we could find a subdiagram of the form: 

and then collapse the middle to get ( ) ( ) ( " contradicting (iii). Similarly 
there can be at most one triple node, i.e., a node with single lines to three other 
nodes, by 

>- .... -< 
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By the same reasoning, there cannot be a triple node together with a double 
line: 

To finish the case with double lines, we must simply verify that 

is not admissible. Consider general vectors v = a l el + a2e2, and w = a3e3 + 
a4e4 + ases. We have 

IIvll2 = ai + a~ - ala2, IIwll2 = a~ + a~ + a; - a3a4 - a4aS' 

and (v, w) = -a2a3/.j2. We want to choose v and w to contradict the 
Cauchy - Schwarz inequality (v, W)2 < Ilv11211w1l2. For this we want la2 1/11vll 
and la31/11wll to be as large as possible. 

Exercise 21.14. Show that these maxima are achieved by taking a2 = 2a l and 
a3 = 3as, a4 = 2as· 

In fact, v = el + 2e2, w = 3e3 + 2e4 + es do give the contradictory 

(v, W)2 = 18, IIvl12 = 3, and IIwll2 = 6. 

Finally, we must show that the strings coming out from a triple node cannot 
be longer that those specified in types (On), (E6 ), (E7), or (Es). First, we rule out 

Consider the three perpendicular unit vectors: 

u = (2e2 + e3)/j3, v = (2e4 + es)/j3, 

Then as in (iii), since e 1 is not in the span of them, 
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1 = IIe l ll 2 > (e l , U)2 + (e l , V)2 + (e l , W)2 = 1/3 + 1/3 + 1/3 = 1, 

a contradiction. 

Exercise 21.15*. Similarly, rule out 

and 

(The last few arguments can be amalgamated, by showing that if the legs from 
a triple node have lengths p, q, and r, then lip + l/q + l/r must be greater 
than 1.) 

This finishes the proof of the theorem. 0 

§21.3. Recovering a Lie Algebra from Its 
Dynkin Diagram 

In this section we will complete the classification theorem for simple Lie 
algebras by showing how one may recover a simple Lie algebra from the data 
of its Dynkin diagram. This will proceed in two stages: first, we will see how 
to reconstruct a root system from its Dynkin diagram (which a priori only 
tells us the configuration of the simple roots). Secondly, we will show how 
to describe the entire Lie algebra in terms of its root system. (In the next 
lecture we will do all this explicitly, by hand, and independently ofthe general 
discussion here, for the simplest exceptional case (G2 ); as we have noted, the 
reader may find it useful to work through §22.1 before or while reading the 
general story described here.) 

To begin with, to recover the root system from the Dynkin diagram, let /Xl' 
.. . , /Xn be the simple roots corresponding to the nodes of a connected Dynkin 
diagram. We must show which non-negative integral linear combinations 
I,mi/Xi are roots. Call I,mi the level ofI,mi/Xi' Those oflevel one are the simple 
roots. For level two, we see from Property (2) that no 2/Xi is a root, and by 
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Property (6) that IXj + IXj is a root precisely when (lXj, IX) < 0, i.e., when the 
corresponding nodes are joined by a line. 

Suppose we know all positive roots of level at most m, and let p = L mjlXj 

be any positive root oflevel m. We next determine for each simple root IX = IXj' 

whether p + IX is also a root. Look at the IX-string through p: 
p - PIX, •.• , p, ... , p + qlX. 

We know p by induction (no root is a linear combination of the simple roots 
IX j with coefficients of mixed sign, so p ~ mj and p - P(1. is a positive root). By 
Property (5), q = p - np«' So p + (1. is a root exactly when 

(P, IX) n 

p> np« = 2-( - ) = .L mjn«i«' 
IX, IX .=1 

In effect, the additional roots we will find in this way are those obtained by 
reflecting a known positive root in the hyperplane perpendicular to a simple 
root (1.j (and filling in the string if necessary). 

To finish the proof, we must show that we get all the positive roots in this 
way. This will follow once from the fact that any positive root of level m + 1 
can be written in at least one way as a sum of a positive root of level m and 
a simple root. If y = L rj(1.j has level m + 1, from 

o < (y, y) = L rj(y, IXj), 

some (y, IXj) must be positive, with 'j > O. By property (6), y - (1.j is a root, as 
required. 

By way of example, consider the rank 2 root systems. In the case of 5(3 C, we 
start with a pair of simple roots IX), (1.2 with n1X1 • 1X2 = -I, i.e., at an angle of 
2n/3; as always, we know that f3 = IX) + 1X2 is a root as well. 

On the other hand, since p - 21X1 = 1X2 - 1X1 is not a root, p + 1X1 cannot be 
either, and likewise p + (1.2 is not; so we have all the positive roots. 

In the case of 5P4 C, we have two simple roots 1X1 and (1.2 at an angle of 3n/4; 
in terms of an orthonormal basis L1 and L2 these may be taken to be L1 and 
L2 - L 1, respectively. 
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We then see that in addition to f3 = !Xl + !Xz, the sum f3 + !Xl = 2!XI + !Xz is a 
root-it is just the reflection of !Xz in the plane perpendicular to !Xl-but 
f3 + !Xz = !Xl + 2!Xz and 3!XI + !Xz are not because !Xl - !Xz and !Xz - !Xl are not 
respectively (alternatively, we could note that they would form inadmissible 
angles with !Xl and !Xz respectively). 

Finally, in the case of (Gz), we have two simple roots !Xl' !Xz at an angle of 
5n/6, which in terms of an orthonormal basis for IE may be taken to be LI and 
(- 3L I + j3Lz)/2 respectively. 

Reflecting!Xz in the plane perpendicular to !Xl yields a string ofroots !Xz + !Xl' 
!Xz + 2!XI and !Xz + 3!Xz. Moreover, reflecting the last of these in the plane 
perpendicular to!Xz yields one more root, 2!Xz + 3!X3 . Finally, these are all the 
positive roots, giving us the root system for the diagram (Gz). 

We state here the results of applying this process to the exceptional 
diagrams (F4 ) , (E6 ), (E7 ), and (Es) (in addition to (Gz». In each case, L I , .. • , 

Ln is an orthogonal basis for IE, the simple roots !X; can be taken to be as follows, 
and the corresponding root systems are given: 

3 j3 
(G z) !Xl = L I, !Xz = -2LI + T Lz; 

R+ = {LI' j3Lz, ±LI + f Lz, ±~LI + f Lz}. 

(G z) thus has 6 positive roots. 

In particular, (F 4) has 24 positive roots. 

LI - Lz - L3 - L4 - Ls + j3L6 

!Xl = 2 ' 
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IX3=L2-LI, 

IXs = L4 - L3, 

IX4 = L3 - L2, 

IX6 = Ls - L4; 

R+ = {L; + Lj};<j:S;s U {L; - LjL<;:s;s 

{ ±LI ± L2 ± L3 ± L4 ± Ls + J3L6} 
U 2 number of minus signs even· 

(E6) has 36 positive roots. 

LI - L2 - . . . - L6 + J2L7 
IXI = 2 ' 

IX6 = Ls - L4, IX7 = L6 - Ls; 

R+ = {L; + Lj};<j:S;6 U {L; - Lj}j<;:S;6 U {J2L7} 

{ ±LI ± L2 ± .. . ± L6 + J2L7} 
U 2 number of minus signs odd • 

Thus, (E7) has 63 positive roots. 

IX _ LI - L2 - . . . - L7 + Ls 
I - 2 ' 

IX3 = L2 - L I, 

IX6 = Ls - L4, 

IX4 = L3 - L2, 

IX7 = L6 - L s, 

R+ = {L; + Lj};<j:S;s U {L; - Lj}j<;:S;s 

IXs = L4 - L3, 

IXs = L7 - L6· 

{ ±LI ± L2 ± ... ± L7 + Ls} 
u 2 number of minus signs even · 

(Es) has 120 positive roots. 

333 

For (G2) and (F4) the simple roots are listed in order reading from left to 
right in their Dynkin diagrams 

as in the classical series (An)-(Dn). For (Es), the numbering is 
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while those for (E7) and (E6) are obtained by removing the last one or two 
nodes. Note that, given the root system of (Es), we can find the root system 
of (E7) or (E6) by taking the subspace spanned by the first seven or six simple 
roots. 

Exercise 21.16*. (a) Verify the above lists of roots. 
(b) In each case, calculate the corresponding fundamental weights. 

Exercise 21.17*. Show that no two of the root systems of (An)-(Es) are 
isomorphic, and deduce that the Oynkin diagram of a root system is indepen
dent of choice of positive roots. 

A more satisfying reason for the last fact is the observation that any two 
choices of positive roots differ by an element of the Weyl group-the group 
generated by reflections ~ in the simple roots. This can be seen directly for 
each of the diagrams (An)-(Es); for a general proof that two choices differ by 
an element of the Weyl group, see Proposition 0.29. 

We should mention here another way of conveying the data of a Oynkin 
diagram. This is simply the n x n matrix of integers (ni,i = n«j«)' where we 
take ni,i = 2; it is called the Cartan matrix of the Oynkin diagram (or of the 
Lie algebra). Thus, for example, the Cartan matrix of (An) is 

2 -1 
-1 2 

o -1 

o 
o 

o 
o 

o 
-1 0 

2 -1 

o 
o 
o 

-1 2-1 

-1 2 

These matrices pop up remarkably often, in a variety of seemingly unrelated 
areas of mathematics. They will not playa major role in the present text, but 
the reader has probably encountered them already in one form or another, 
and will probably do so again. 

Exercise 21.18*. Compute the Cartan matrix, and its determinant, for each 
Oynkin diagram. 

The next task is to see how the root system determines the Lie algebra. We 
concentrate on the uniqueness, since there are other ways to see the existence; 
indeed, for all but the five exceptions we have already seen the Lie algebras. 
We will describe several approaches to this problem, starting with a straight
forward and computational method and finishing with a slick but abstract 
approach. 
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Assume as before that 9 is a simple Lie algebra, with a chosen Cartan 
subalgebra 1) and decomposition of the roots R into positive and negative 
roots; let 1X1' . . . , IXn be the simple roots. The Dynkin diagram information is 
the knowledge of (<X;, IXj ) for aU i =F j. Let Hi = H", be the corresponding basis 
of 1), defined by the rule we have seen in Lecture 14: if {7;} is the basis 
corresponding via the Killing form to {IX;}, set Hi = 27;/(<xi, <Xi). 

Choose any nonzero element Xi in the root space g,,/, for 1 ~ i ~ n. This 
determines elements Yi in g_,,/ such that [Xi' Yi] = Hi. We claim first that these 
3n elements {Hi, Xi' Yi} generate 9 as a Lie algebra. This follows from 

Claim 21.19. If <x, p, and IX + p are roots, then [g", gil] = g"+II. 

PROOF. Again look at the <x-string through gil' i.e., EBkE z gll+ka- This is an 
irreducible representation of S" ~ sI2 C, since aU the terms are one dimensional 
(this follows from the fact that no p + klX can be zero, given that P =F ± IX). But 
now if [g", gil] = 0, EBk';;O gllH" would be a nontrivial subrepresentation. 0 

For each positive root p, we have seen that can write p as a sum of simple 
roots p = lXi, + . . ' + <Xir such that each of the sums <Xi, + ... + lXi• is a root, 
1 ~ s ~ r. If we choose such a presentation for each p, and set 

XII = [Xir' [Xir_I ,· · ·, [Xi" Xi,] ... ]] 

and 

Yp = [Yir ' [Yir - I , ••• , [Yi" Yi,J ... J], 

then the collection 

(21.20) 

forms a basis for g. Note that if p is not simple, there is no reason to expect 
[XII' Yp] to be the distinguished element HII in 1). 

We want to show that the multiplication table for these basis elements is 
completely determined by the Dynkin diagram. The main difficulty is that the 
ordering of the simple roots in the above expression for p may not be unique. 
For example, suppose 

P = (<Xl + « 2) + 1X3 = (<X2 + «3) + <Xl' 

with <Xl + <X2 and <X2 + 1X3 roots. We must compare [X3' [X2' Xl]] with 
[Xl' [X3' X 2]]. In fact, they must be negatives of each other. For, by Jacobi, 
we have 

[Xl' [X3' X 2]] = -[X3' [X2' Xl]] - [X2' [Xl' X 3]] = -[X3' [X2' Xl]]' 

noting that [Xl' X 3 ] = 0 since <Xl + 1X3 cannot be a root, e.g., by step (ii) of 
the preceding section. 

For any sequence 1= (i l , . .. , ir ), 1 ~ ij ~ n, set 
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XI = [Xi" [Xi,_t' ... , [Xi2 , XiJ ... ]], 

Yj = Pi" [li,-t' ... , [li 2 , lit] ... J]. 

Call I admissible if each partial sum \lit + ... + ai• is a root, 1 ~ s ~ r; note 
that I is admissible exactly when XI is not zero. 

Lemma 21.21. If I and J are two admissible sequences for which aI = a;, then 
there is a nonzero rational number q determined by I, J, and the Dynkin diagram, 
such that XJ = q. XI. 

PROOF. Let k = ir be the last entry in I . If jr = k as well, the result follows by 
induction on r. We reduce the general case to this case, by maneuvering to 
replace jr by k. We have first 

XJ = ql . [Xk, [lk, XJ]]' 

with q 1 a nonzero rational number depending only on J, k, and the Dynkin 
diagram, since aJ - ak = aI - ak is a root; the point is that we know how 
sa. ~ sl2 acts on the ak-string through aJ as soon as we know the length of the 
string, and this is Dynkin diagram information. Next, let s be the largest 
integer such that j. = k. Then 

[lk, XJ] = [Xi,'··· [Xi•H , [lk, [Xk' X K ]]] •.• ], 

where K = (h, ... ,js-!), since [Yk, [Xi, Z]] = [Xi, [Yk, Z]] when i #k. Finally, 

[lk, [Xk' X K ]] = q2 . X K , 

with q2 a nonzero rational number depending only on K, k, and the Dynkin 
diagram, since aK + ak is a root. Combining these three equations, we get 

XJ = qlq2· [Xk' [Xi,' ... [Xi .+t , X K] ... ]], 

which suffices since the sequence for the term on the right ends in the same 
integer k as I. 0 

Proposition 21.22. The bracket of any two basis elements in (21.20) is a rational 
multiple of another basis element, that multiple determined from the Dynkin 
diagram. 

PROOF. This is clear for brackets of an Hi with any basis element. Lemma 21.21 
handles brackets of the form [Xl' XJ], and those involving only Y's are 
similar. For brackets [Yj, XJ], it suffices inductively to compute [lk, XJ] as 
a rational multiple of some X K, with K shorter than J (or of Hk if J has one 
term); but this was worked out in the proof of the lemma. 0 

Exercise 21.23*. (i) Show that in (G2 ) each positive root can be written in only 
one way as a sum of simple roots, up to the order of the first two roots. 
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(ii) Work out the multiplication table from the Dynkin diagram. (iii) Verify 
that the result is indeed a Lie algebra, which is (visibly) simple. 

This exercise will be worked out in detail to start the next lecture. Of course, 
there is nothing but lack of time to keep us from verifying that the other four 
exceptional Dynkin diagrams do lead, by the same prescription, to honest Lie 
algebras, but doing it by hand gets pretty laborious, and we will describe some 
of the other methods available. 

The fact that the multiplication table can be defined with rational coeffi
cients becomes important when one wants to reduce them modulo prime 
numbers, which we will not discuss here. The fact that they can be taken to 
be real, on the other hand, will come up later, when we discuss real forms of 
complex Lie algebras and groups. 

There is a more general and elegant way to proceed, given by Serre [Se3]. 
Write nij in place of na;aj. Form the free Lie algebra on generators 

i.e., form the free (tensor) algebra with this basis, and divide modulo by the 
relations [A, B] + [B, A] = 0 and the Jacobi relation. Then take this free Lie 
algebra, and divide by the relations 

[Hi' HJ = 0 (all i, j); 

[Hi' XJ = njiXj (all i, j); 

and, for all i "# j, 

[Xi' Y;] = Hi (all i); [Xi' lj] = 0 (i "# j); 

[Xi' Xj] = 0, 

[Xi' [Xi' XJ] = 0, 

[Xi' [Xi' [Xi' Xj]]] = 0, 

[Xi> [Xi' [Xi' [Xi' Xj]]]] = 0, 

[Hi' lj] = - nji lj (all i, j); 

[y;, lj] = 0 ifnij = 0; 

[y;, [y;, lj]] = 0 if nij = -1; 

[Y;,[Y;,[Y;, lj]]] =0 ifnij= -2; 

[y;, [Y;, [y;, [y;, lj]]]] = 0 ifnij = -3. 

Exercise 21.24. Verify that if one starts with a semisimple Lie algebra with a 
given Dynkin diagram, the above equations must hold. 

Serre shows ([Se3, Chap. VI App.], cf. [Hul §l8]) that the resulting Lie 
algebra is a finite-dimensional semisimple Lie algebra, with Cartan subalgebra 
generated by H l' ... , Hn and given root system. In particular, this includes a 
proof of the existence of all the simple Lie algebras. 

Here is a third approach to uniqueness. Suppose 9 and g', with given Cartan 
subalgebras ~ and ~', and choice of positive roots, have isomorphic root 
systems. There is an isomorphism ~ -+ ~', taking corresponding Hi to Hi. 
Choose arbitrarily nonzero vectors Xi and Xi in the root spaces of 9 and g' 
corresponding to the simple roots. 
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Claim 21.25. There is a unique isomorphism from 9 to g' extending the iso
morphism of 1) with I)" and mapping Xi to X; for all i. 

PROOF. The uniqueness of the isomorphism is easy: the resulting map is 
determined on the 1'; by 512 considerations, and the Hi' Xi' and 1'; generate g. 
For the existence of the isomorphism consider the subalgebra 9 of 9 $ g' 
generated by iii = Hi $ H;, Xi = Xi $ X;, and ¥; = 1'; $ 1';'. It suffices to 
prove that the two projections from 9 to 9 and g' are isomorphisms. The kernel 
of the second projection is f $ 0, where f is an ideal in g. Since 9 is simple, f 
is either 0, as required, or f = g. In the latter case, we must have 9 = 9 $ g'. 

To see that this is impossible, consider a maximal positive root p, 
t~ke nonzero vectors XII' Xp in the corresponding root spaces, and set 
Xp = XII $ Xp, a highest weight vector in g. Let W be the subspace of 9 
obtained by successively applying all ¥;'s. Then W is a proper subspace of g, 
since its weight space Wp corresponding to f3 is one dimensional. By the 
argument we have seen several times, 9 preserves W. Now if 9 = 9 $ g', W 
would be an ideal in 9 $ g', and this would force XII $ ° to belong to W, 
making WII two dimensional again. 0 

To finish this story, we should show that the simple Lie algebras corre
sponding to two different Dynkin diagrams cannot be isomorphic, i.e., that 
the two choices made in going from a semisimple Lie algebra to Dynkin 
diagram do not change the answer. The general facts are: 

(1) Any two Cartan subalgebras of a semisimple Lie algebra are conjugate, 
i.e., there is an inner automorphism by an element in the corresponding 
adjoint group, which takes one into the other. 

(2) Any two decompositions of a root system into positive and negative roots 
differ by an element of the Weyl group. 

These are standard facts which are proved in Appendix D. Both statements 
are subsumed in the fact that any two Borel subalgebras of a semisimple Lie 
algebra are conjugate, a Borel subalgebra being the subspace spanned by the 
Cartan subalgebra and the root spaces 9a for positive IX. For those readers 
who crave logical completeness but do not want to go through so much 
general theory, we observe that most possible coincidences can be ruled out 
by such simple considerations as computing dimensions, and others can be 
ruled out by simple ad hoc methods, cf. Exercise 21.17. 

Finally, we must also prove the "existence theorem": that there is a simple 
Lie algebra for each Dynkin diagram. Serre's theorem quoted above gives a 
unified proof of existence. But we have seen and studied the Lie algebras for 
the classical cases (An)-(Dn), and it is more in keeping with the spirit of these 
lectures to at least try to see the five exceptions explicitly. This is the subject 
of the next lecture. 



LECTURE 22 

92 and Other Exceptional Lie Algebras 

This lecture is mainly about 92' with just enough discussion of the algebraic construc
tions of the other exceptional Lie algebras to give the reader a sense of their complexity. 
92' being only 14-dimensional, is different: we can reasonably carry out in practice the 
process described in §21.3 to arrive at an explicit description ofthe algebra by specifying 
a basis and all pairwise products; we do this in §22.1 and verify in §22.2 that the result 
really is a Lie algebra. In §22.3 we analyze the representations of 92' and arrive in 
particular at another description of 92: it is the algebra of endomorphisms of a 
seven-dimensional vector space preserving a general trilinear form. (Note that §22.3 
may be read independently of either §22.1, §21.2, or §21.3.) Finally, in the fourth section 
we will sketch some of the more abstract (i.e., coordinate free) approaches to the 
construction of the five exceptional Lie algebras. While the first two sections are 
completely elementary, the constructions given in §22.4 involve some fairly serious 
algebra. 

§22.1: Construction of 92 from its Dynkin diagram 
§22.2: Verifying that 92 is a Lie algebra 
§22.3: Representation theory of 92 
§22.4: Algebraic constructions of the exceptional Lie algebras 

§22.1. Construction of 92 from Its Dynkin Diagram 

In this section we will carry out explicitly the process described in the preceding 
section for the Dynkin diagram (G2 ), constructing in this way a Lie algebra 
92 with diagram (G2 ) (and in particular proving its existence). 

The first step is to find the root system from the Dynkin diagram. In the 
case of 92 this is immediate; we may draw the root system R c 1)* associated 
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to the diagram Gz as follows: 

112 = (-3{2, -I3(2) 
III = (-I{2,-I3m 

Here the positive roots are denoted (Xi' with (Xl and (Xl the simple roots. The 
coordinate system here has no particular significance (in particular, recall that 
the configuration of roots (Xi and Pi is determined only up to a real scalar), but 
is convenient for calculating inner products. Note that the Weyl group is the 
dihedral group generated by rotation through an angle of n/3 and reflection 
in the horizontal; the Weyl chamber associated to the choice of ordering of 
the roots given is the cone between the roots (X6 and (X4' 

As indicated in the preceding section, we start by letting Xl be any eigen
vector for the action of ~ with eigenvalue (Xl' and Xl any eigenvector for the 
action of~ with eigenvalue (Xl' We similarly let Yl and Yl be eigenvectors with 
eigenvalues Pl and Pl and set 

Hl = [Xl' YlJ and Hl = [Xl' YlJ· 

We can choose Yl and Yl so that the elements Hi E ~ satisfy (Xl (Hd = (Xl(Hl ) = 
2, i.e., 

It follows that 

i.e., Hi, Xi' and Y; span a subalgebra s"'; ~ sIz C, with Hi' Xi' and Y; a normalized 
basis for this copy of sI l C. 

Now, it is clear from the diagram above that there is a unique way of writing 
each positive root (Xi as a sum of simple roots (Xi, + ... + (Xik so that the partial 
sums (Xi, + ... + (Xi, are roots for each I ~ k (modulo exchanging the first two 
terms): we go through the root system by the path 
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i.e .• we write 

1X4 = 1X1 + 1X3 = 1X1 + 1X1 + 1X2 • 

IXs = 1X1 + 1X4 = 1X1 + 1X1 + 1X1 + 1X2 • 

(X6 = (X2 + (Xs = (X2 + (Xl + (Xl + (Xl + (X2· 

According to the general recipe. this means we now set 

X3 = [Xl' X 2 ]. 

Xs = [XI' X 4 ]. 

X4 = [Xl' X 3 ]. 

X6 = [X2 • X s]. 

341 

and define Y3 • •. • • Y6 similarly. The elements HI' H2, Xl' .. . , X 6 , Yl , ... , Y6 

then form a basis for the 14-dimensional g2. with HI and H2 a basis for ~. Xi 
a generator of the eigenspace gal' and 1'; a generator of g/l, for i = 1, ... , 6. 

The task at hand now is to write down the multiplication table for g2 in 
terms of this basis. Of course, some products are already known: we know, 
for example, that Hi. Xi' and Yi form a normalized basis for 5(2 C for i = 1, 2, 
and we have the relations defining X 3 , ••• , X6 and Yl , ... , Y6 above. In 
addition, since we know that the product [Xi' Xj] lies in the root space ga,+aJ 

for each i and j, we see immediately that [Xi' Xj] = 0 whenever lXi + IXj is not 
a root. We deduce that 

[Xl' Xs] = [Xl' X 6 ] = [X2' X 3] = [X2 • X4] = [X2' X 6 ] = [X3' XS] 

= [X3' X 6 ] = [X4' XS] = [X4• X6 ] = [XS' X 6 ] = 0, 

and likewise 

[~.~]=[~.~]=[~.~]=[~.~]=[~.~]=[~.~] 

=[~,~]=[~,~]=[~,~]=[~,~]=n 
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Similarly, we know that [X;, lj] = 0 whenever IX; + Pj = IX; - IXj is not a root; 
this tells us as well that 

[XI' Y2 ] = [XI' Y6] = [X2, YI] = [X2' Y4] = [X2' Ys] = [X3 , Ys] 

= [X4' Y2] = [Xs, Y2] = [Xs, Y3 ] = [X6' YI] = O. 

The multiplication table thus far looks like 

H2 Xl YI X2 Y2 X3 Y3 X4 Y4 Xs Ys X6 Y6 

HI 0 2XI -2YI * '" '" '" '" * '" '" '" '" 
H2 * * 2X2 -2Y2 '" * '" * '" '" '" * 
Xl HI X3 0 X4 '" Xs * 0 '" 0 0 
YI 0 Y3 '" Y4 '" Ys '" 0 0 0 
X2 H2 0 '" 0 0 X6 0 0 '" 
Y2 '" 0 0 0 0 Y6 * 0 
X3 '" '" '" 0 0 0 '" 
Y3 '" '" 0 0 '" 0 
X4 '" 0 '" 0 '" 
Y4 '" 0 * 0 
Xs '" 0 '" 
Ys '" 0 
X6 '" 

The next thing to do is to describe the action of HI and H2 on the various 
vectors X; and Y;. This can be done using the inner product on ~, but it is 
perhaps simpler to go back to the basic idea of restriction to the subalgebras 
$<%, and $<%2' For example, if we want to determine the action of HI on the 
various Xi' consider how the algebra 9 = ~ Ef)(9<%i EB 9/1) decomposes as a 
representation of $<%1 : 

-3 

• 

-3 ... ",-

• 

-2 

• 

-1 

• 

-1/ 

• 

1 

• 

\ 1 

• 

2 

• 
, 3 

' . 
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We get two trivial representations (the spans of X6 and Y6, as already noted); 
one copy of the adjoint representation SymlV (the subalgebra sa, itself) 
spanned by XI' YI, and HI; and two copies of the irreducible four-dimensional 
representation Sym3V spanned by X 2 , X3, X4 , and Xs and Ys, Y4 , Y3, and Yl · 
In particular, it follows that Xl' X 3, X4 , and Xs are eigenvectors for the 
action of HI with eigenvalues of -3, -1,1, and 3, respectively; and likewise 
Ys, Y4 , Y3 , and Yl are eigenvectors with eigenvalues - 3, -1, 1, and 3. In 
similar fashion, we consider the decomposition of 9 under the action of 
sa2 = IC{Hl , Xl' Yl }: diagrammatically, this looks like 

2 

1 / 0/ 

• 
-1 

o • 

\ -1 

-1 

-2 

Here we have two trivial representations, spanned by X 4 and Y4 , one adjoint 
(sa2 itself), and four copies of the standard two-dimensional representation V, 
spanned by X6 and X s, X3 and XI' YI and Y3, and Ys and Y6 .1t follows that 
X 6 , X 3 , YI , and Ys are eigenvectors for the action of Hl with eigenvalue 1, 
and likewise X s, XI' Y3 , and Y6 are eigenvectors with eigenvalue -1. 

Including this information, we can fill in the top two rows of the multipli
cation table: 

H2 X, x2 x, Y, x. x, Y, 

H, 0 2X, -2Y, -3X2 3Y2 -x, Y, X. - Y. 3X, -3Y, 0 0 
H2 -x, Y, 2X2 -2Y2 x, - Y, 0 0 -x, Y, x. - Y. 

Decomposing gl according to the action of sa, and sa2 gives us information 
about the action of X I, X z, YI , and Yz on the other basis vectors as well. 
For example, we saw a moment ago that Xs and X6 together span a sub-



344 22. 92 and Other Exceptional Lie Algebras 

representation of 92 under the action of 5«" with ad(X2) carrying Xs to X6 • 

It follows from this that ad(Y2) must carry X6 back to Xs: we have 

ad(Y2)(X6 ) = ad(Y2) ad(X2)(XS) 

= ad(X2) ad(Y2)(XS ) - ad([X2' Y2 ])(XS ) 

= 0 - ad(H2)(XS) = Xs . 

Similarly, since ad(X2) carries Xl into -X3' which together with Xl spans a 
copy of the standard two-dimensional representation of 5«, ~ 512 C, it follows 
that ad(Y2) will carry -X3 back to Xl' Likewise from the fact that ad(Y2) 
carries Yl to - Y3 we see that ad(Y2)(Y3 ) = - Yl , and since ad(Y2): Ysl-+ Y6 , 

ad(X2): Y6 1-+ Ys. 
We can in the same way use the action of 5". to determine the values of 

ad(X 1) and ad(Y2) on various basis vectors, though because the representation 
of 5". on 92 has larger-dimensional components this is slightly more com
plicated. To begin with, consider the representation of 5". on the subspace 
spanned by X 2 , X 3 , X., and Xs. We know that ad(Xl) carries X2 to X 3 • and 
since X 2 is an eigenvector for the action of the commutator [Xl' Yl ] = HI 
with eigenvalue - 3, it follows that ad( Yt ) must carry X 3 to 3X 2: we have 

ad(Yl)(X3) = ad(Yd ad(Xd(X2) 

= ad(Xl ) ad(Yd(X2) - ad([Xl' Yl ])(X2) 

= 0 - ad(Hl )(X2) = 3X2 . 

Using this, we can next determine the action of Yl on X.: 

ad(Yl)(X.) = ad(Yd ad(Xl)(X3) 

= ad(Xd ad(Yl)(X3) - ad(Hl)(X3) 

= ad(Xd(3X2) + X3 = 4X3 , 

and we calculate likewise that ad(Yd(X 5) = 3X •. Analogously, knowing that 
ad(Yd carries Y2 to Y3 to Y. to Ys yields the information that ad(Xl) must 
carry Y3 , Y., and Ys to 3Y2 , 4Y3 and, 3Y., respectively. Including all this 
information in the chart, the next four rows of our multiplication table are 

H2 Xl YI X 2 Y2 X3 Y3 X4 Y4 Xs Ys X6 Y6 

Xl HI X3 0 X4 3Y2 Xs 4Y3 0 3Y4 0 0 
YI 0 Y3 3X2 Y. 4X3 Ys 3X4 0 0 0 
X 2 H2 0 - YI 0 0 X6 0 0 Ys 
Y2 -Xl 0 0 0 0 Y6 Xs 0 

We next have to find the commutators of the basis elements Xi and 1) for 
i, j ~ 3. We cannot do this by looking at the action of the subalgebras 
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generated by Xi and Y;, since for i ~ 3 we do not know the commutator 
[Xi' Y;]. Rather, the way to do this is outlined in the general proof in the 
preceding section: we just use the expression of the Xi and lj as brackets of 
the generators Xl' X 2, Yl , and Y2 to reduce the problem to brackets with these 
generators, which we now know. Thus, for example, the first unknown entry 
in the table at present is the bracket [X3, Y3]. We calculate this by writing X3 
as [Xl' X 2 ] , so that 

ad(X3 )(Y3 ) = ad([Xl , X 2 ])(Y3) 

= ad(Xl) ad(X2 )(Y3 ) - ad(X2 ) ad(Xd(Y3 ) 

= ad(Xd( - Yd - ad(X2 )(3Y2 ) 

= -Hl - 3H2 • 

Likewise, to evaluate [X3 , X 4 ] we have 

ad(X3 )(X4 ) = ad([Xl , X 2 ])(X4 ) 

= ad(Xl ) ad(X2)(X4 ) - ad(X2 ) ad(Xd(X4 ) 

= -ad(X2 )(Xs) = -X6· 

In this way, we can evaluate all brackets with X 3 ; knowing these, we 
can reduce any bracket with X 4 to one involving Xl and X3 by writing 
X 4 = [Xl' X 3 ] , and so on. Continuing in this way, we may complete our 
multiplication table: 

H, Xl YI X, Y, X, Y, X. Y. X, Y, X. Y. 

HI 0 2XI -2YI -3X, 3Y, -X, Y, X. -yo 3X, -3Y, 0 0 
H, -Xl YI 2X, -2Y, X, -Y, 0 0 -X, Y, x. -yo 
Xl HI X, 0 X. 3Y, X, 4Y, 0 3Y. 0 0 
YI 0 Y, 3X, Y. 4X, Y, 3X. 0 0 0 
X, H, 0 -YI 0 0 x. 0 0 Y, 
1'2 -Xl 0 0 0 0 Y. X, 0 

X, 
-HI 

-X. 4YI 0 0 0 3Y. 
-3H, 

Y, 4XI -Yo 0 0 3X. 0 

X. 
8HI 0 -12YI 0 12Y, 

+12H, 
Y. -12XI 0 12X, 0 

X, 
-36HI 

0 36Y, 
-36H, 

Y, 36X, 0 

X. 
36HI 

+72H, 

Of course, in retrospect we see that the basis we have chosen is far from 
the most symmetric one possible: for example, if we divided X 4 and Y4 by 2 
and X s, X 6 , Ys, and Y6 by 6, and changed the signs of Xs and Y3, the form of 
the table would be 
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Table 22.1 

H, 
H, 
x, 
Y, 
X2 
Y2 

x, 
Y, 
X. 
Y. 
x, 
Y, 
X. 

H, X, Y, X, Y, X, Y, X. Y. x, Y, X. Y. 

0 2X, -2Y, -3X, 3Y, -X, Y, X. -Y. 3X, -3Y, 0 0 
-x, Y, 2X, -2Y, X, - Y, 0 0 -x, Y, X. - Y. 

H, X, 0 2X. -3Y, -3X, -2Y, 0 Y. 0 0 
0 - Y, 3X, -2Y. 2X, 3Y, -x. 0 0 0 

H2 0 Y, 0 0 -x. 0 0 Y, 
-x, 0 0 0 0 Y. -x, 0 

H,+3H2 -3X. 2Y, 0 0 0 Y. 
-2X, 3Y. 0 0 -x. 0 

2H, +3H2 0 -Y, 0 -Y, 
x, 0 X, 0 

H,+H2 0 -Y2 
X2 0 

H,+2H2 

There was another good reason for these changes: now each of the brackets 
[Xi' YiJ will be the distinguished element of ~ corresponding to the root (Xi. If 
we denote this element by Hi' then we read ofT from the table that 

and 

H3 = HI + 3H2 , 

Hs = HI + H2 , 

Hi = [Xi' YiJ, 
for i = 1,2,3,4,5,6. 

H4 = 2Hl + 3H2, 

H6 = HI + 2H2, 

[H;, YiJ = -2Yi, 

§22.2. Verifying That 92 Is a Lie Algebra 

(22.2) 

(22.3) 

The calculation of the preceding section gives a complete description of what 
the Lie algebra 92 must look like, but there is still some work to be done: 
unless we know that there is a Lie algebra with diagram (G2 ), we do not know 
that the above multiplication table defines a Lie algebra, let alone a simple 
one. In fact, the simplicity is not much of a problem (cf. Exercise 14.34), but 
to know that it is a Lie algebra requires knowing that the Jacobi identity is 
valid. One could simply check this from the table for all (134 ) triples of elements 
from the basis, a rather uninviting task. 

There is another way, which gives more structure to the preceding calcula
tions, and which will give a clue for possible constructions of other Lie 
algebras. The root diagram for (G2 ) is made up of two hexagons, one with 
long arrows, the other with short. This suggests that we should find a copy of 
the corresponding Lie algebra sI3C inside 92. The subspace spanned by 1) 
and the root spaces corresponding to the six longer roots is clearly closed 
under brackets, so is the obvious candidate. The long roots are (Xs, (X2' and 
(X6 = (Xs + (X2' and their inverses. So we define 90 to be the subspace spanned 
by the corresponding vectors: 
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90 = C{Hs, H2 , X s, fs, X 2 , f2' X 6 , f6}' 

The mUltiplication table for 90 is read ofT from Table 22.1: 

H2 Xs Ys X 2 Y2 X6 

Hs 0 2Xs -2Ys -X2 Y2 X6 
H2 -Xs Ys 2X2 -2Y2 X6 
Xs Hs X6 0 0 
Ys 0 -Y6 X 2 

X 2 H2 0 
Y2 -Xs 
X6 

347 

Y6 

-Y6 
- Y6 
- Y2 

0 
Ys 
0 

Hs +H2 

This is exactly the multiplication table for s13 C, with its standard basis (in the 
same order): 

s13 C = C{E l • l - E2• 2 , E2 •2 - E3•3, El •2 , E2 • 1 , E2 •3 , E3.2 , E1•3, E3.d· 

So we have determined an isomorphism 

90 ~ s13 C. 

(Note right away that this verifies the Jacobi identity for triples taken from 90') 
The rest of the Lie algebra must be a representation of the subalgebra 

90 ~ s13 C, and we know what this must be: the smaller hexagon is the union of 
the two triangles which are the weight diagrams for the standard representa
tion of s13 and its dual, which we denote here by Wand W*; W is the sum of 
the root spaces for 1X4' PI' and P3' while W* is the sum of those for P4' lXI' 
and 1X3' 

a6 

Sl3 t 

as 

w· 

W 

~2 

~6 

Again, a look at the table shows that the vectors X 4 , Yl , and f3 form a basis 
for W = C3 that corresponds to the standard basis el , e2, and e3' and 
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similarly Y4' Xl' and X3 form a basis for W* = (1[3)* that corresponds to 
the dual basis ei, e~, and e~: we have 

92 = 90 $ W $ W*. 

With these isomorphisms, the brackets 

90 x W -+ Wand 90 x W* -+ W* 

correspond to the standard operations of sI3C on 1[3 and (1[3)*. 
Next we look at brackets of elements in W Note that [w, W] is contained 

in W*, either by weights or by looking at the table. The table is 

or -2e~ 

o 
2e1 

-2er 

Identifying W = 1[3, W* = (1[3)* as above, we see that the bracket W x W-+ 
W* becomes the map 

W x W -+ W* = IV W, v X WI-+ -2 ' V A w. 

Similarly for W*, we have [W*, W*] c W, and the bracket is identified with 
the map 

Finally we must look at brackets of elements of W with those of W*, which 
land in 90 ' Here the table is 

Y4 Xl X3 

X4 2Hs + H2 3Xs 3X6 

Y, 3Ys H2 -Hs 3X2 
Y3 3Y6 3Y2 -Hs - 2H2 

In terms of the standard bases, [ei, en = 3Ei.i - hi)' Intrinsically, this 
mapping 

[ , ]: W x W* -+ sI3 1[ c gI(W) 

can be described by the formula 

[v, cp] (w) = 3cp(w)v - cp(v)w 

for v, W E Wand cp E W*. 

(22.4) 

Exercise 22.5*. Show that [v, cp] is the element of sI31[ characterized by the 
formula 
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B([v, cp], Z) = 18cp(Z· v) for all Z E 513 C, 

where B is the Killing form on 90 = 513 C. In other words, if we write v * cp for 
the element in 90 = 513 satisfying the identity 

B(v * cp, Z) = cp(Z· v) for all Z E 90 = 513 C, (22.6) 

then the bracket [v, cp] can be written in the form 

[v,cp] = 18·v*cp. (22.7) 

It is now a relatively painless task to verify the Jacobi identity, since, rather 
than having to check it for triples from a basis, it suffices to check it on triples 
of arbitrary elements of the three spaces 90' W, and W* using the above linear 
algebra descriptions for the brackets. We will write out this exercise, since the 
same reasoning will be used later. For example, for three or two elements from 
90' this amounts to the fact that 90 = 513 C is a Lie algebra and Wand W* are 
representations. 

For one element Z in 90' and two elements v and win W, the Jacobi identity 
for these three elements is equivalent to the identity 

z· (v /\ w) = (Z· v) /\ W + V /\ (Z· w), 

which we know for the action of a Lie algebra on an exterior product; and 
similarly for one element in 90 and two in W*. 

The Jacobi identity for Z E 90' v E W, and cp E W* amounts to 

[Z,v*cp] = (Z·v)*cp + v*(Z·cp). 

Applying B(Y, -) to both sides, and using the identity B(Y, [Z, X]) = 

B([Y, Z], X), this becomes 

cp([Y, Z]. v) = cp(y. (Z· v)) + (Z· cp)(y. v). 

Since cp([Y, Zl v) = cp(y. (Z· v)) - cp(Z· (y. v)), this reduces to 

(Z· cp)(w) = - cp(Z· w), 

for w = y. v, which comes from the fact that Wand W* are dual 
representations. 

For triples u, v, w in W, the Jacobi identity is similarly reduced to the identity 

(u /\ v)(Z· w) + (v /\ w)(Z· u) + (w /\ u)(Z· v) = 0 

for all Z E 90' which amounts to 

u /\ V /\ (Z· w) + U /\ (Z· v) /\ W + (Z· u) /\ V /\ W 

= Z·(u /\ V /\ w) = 0 in Nw = C; 

and similarly for triples from W*. 
For v, WE W, and cp E W*, noting that 

[[v, w], cp] = -2·[v /\ w, cp] = -4·(v /\ w) /\ cp = -4·(cp(v)w - cp(w)v), 

the Jacobi identity for these elements reads 
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-4' (tp(v)w - tp(w)v) = -[w, tp](v) + [ v, tp](w). (22.8) 

The right-hand side is 

-[w, tp](v) + [v, tp](w) = -(3tp(v)w - tp(w)v) + (3tp(w)v - tp(v)w), 

which proves this case. (This last line was the only place where we needed to 
use the definition (22.4) in place of the fancier (22.7).) 

The last case is for one element v in Wand two elements tp and I/J in W*. 
This time identity to be proved comes down to 

- 4· (I/J(v)tp - tp(v)I/J) = [v, tp] . I/J - [v, I/J] . tp. 

Applying both sides to an element w in W, this becomes 

-4 ' (I/J (v) tp(w) - tp(v)I/J(w)) = tp([v, I/J] . w) - I/J((v, tp] . w). 

If we apply I/J to the previous case (22.8) we have 

-4 · (tp(v)I/J(w) - tp(w)I/J(v)) = - I/J((w, tp]. v) + I/J((v, tp] . w). 

And these are the same, using the symmetry of the Killing form: 

18· tp([v, I/J] . w) = B([v, I/J], [w, tp]) = B([w, tp], [v, I/J]) = 18I/J([w, tp]. v). 

This completes the proof that the algebra with multiplication table (22.1) 
is a Lie algebra. With the hindsight derived from working all this out, of 
course, we see that there is a quicker way to construct g2' without any 
multiplication table: simply start with sl3 C $ WEB W*, and define products 
according to the above rules. 

§22.3. Representations of 92 

We would now like to use the standard procedure, outlined in Lecture 14 (and 
carried out for the classical Lie algebras in Lectures 15-20) to say something 
about the representations of g2' One nice aspect ofthis is that, working simply 
from the root system of g2 and analyzing its representations, we will arrive at 
what is perhaps the simplest description of the algebra: we will see that g2 is 
the algebra of endomorphisms of a seven-dimensional vector space preserving 
a general trilinear form. 

The first step is to find the weight lattice for g2 ' This is the lattice Aw c 1)* 
dual to the lattice r w c 1) generated by the six distinguished elements Hi' By 
(22.2), r w is generated by HI and H 2 • Since the values of the eigenvalues (Xl 

and (X2 on HI and H2 are given by 

(Xl(Hl ) = 2, 

(X2(Hd = -3, 

(Xl(H2 ) = -1, 

(X2(H2 ) = 2, 

it follows that the weight lattice is generated by the eigenvalues (Xl and (X2 (and 
in particular the weight lattice Aw is equal to the root lattice AR ). The picture 
is thus 



§22.3. Representations of 9z 351 

As in the case of the classical Lie algebras, the intersection of the (closed) 
Weyl chamber 11"" with the weight lattice is a free semigroup on the two 
fundamental weights 

WI = 2(Xl + (Xz and Wz = 3(Xl + 2(Xz · 

Any irreducible representation of g2 will thus have a highest weight vector A. 
which is a non-negative linear combination of these two. As usual, we write 
ra,b for the irreducible representation with highest weight aWl + bwz. 

Let us consider first the representation r1 ,o with highest weight WI ' Trans
lating WI around by the action of the Weyl group, we see that the weight 
diagram of r 1,o looks like 
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Since there is only one way of getting from the weight W 1 to the weight 0 by 
subtraction of simple positive roots, the multiplicity of the weight 0 in f 1,o 
must be 1. rl,O is thus a seven-dimensional representation. It is the smallest 
of the representations of 92' and moreover has the property (as we will verify 
below) that every irreducible representation of 92 appears in its tensor algebra; 
we will therefore call it the standard representation of 92 and denote it V. 

The next smallest representation of 92 is the representation f O,l with 
highest weight W2 ; this is just the adjoint representation, with weight diagram 

Note that the multiplicity of 0 as a weight of f O,l is 2, and the dimension of 
f O,l is 14. 

Consider next the exterior square /',? V of the standard representation 
V = f 1,o of 92' Its weight diagram looks like 
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from which we may deduce that 

Nv ~ rO,t ® v. 
In particular, since the adjoint representation r o, I of g2 is contained in N V, 
and the irreducible representation ra,b with highest weight aWl + bW2 is 
contained in the tensor product Syma V ® Symbro, I, we see that every irreduc
ible representation of g2 appears in some tensor power v®m of the standard 
representation, as stated above. 

Next, look at the symmetric square Sym2 V of the standard representation. 
It has weight diagram 
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Clearly, this contains a copy of the irreducible representation r 2,o of g2 

with highest weight 2w l . Depending on the multiplicities of this representa
tion, it may also contain a copy of V itself, of the trivial representation, or 
both; or it may be irreducible. To see which is in fact the case, we need to 
know more about the action of g2 on the standard representation V We 
will do this in two ways, first by direct calculation, and second using the 
decomposition of 92 into 5(3 $ W $ W·. Although the second approach is 
shorter, the first illustrates how one can calculate for the exceptional Lie 
algebras very much as we have been doing in the classical cases. 

To describe V explicitly, start with a highest weight vector for V, i.e., any 
nonzero element V4 ofthe eigenspace V4 c V for the action of~ with eigenvalue 
IX4' The image of V4 under the root vector YI will then be a nonzero element 
of the eigenspace V3 with eigenvalue IX3 (this follows from the fact that the 
direct sum V3 $ V4 , as a representation of the subalgebra 5", c 9, is a copy of 
the standard representation of 5", ~ 512 C). Similarly, the image of V3 under Y2 

is a generator VI of the eigenspace VI with eigenvalue lXI' the image of VI under 
YI is a generator of the eigenspace Vo with eigenvalue 0, and so on. We may 
thus choose as a basis for V the vectors 

and 

u = YI(vd, 

W4 = - YI (W3), 

where Vi (resp. Wi) is an eigenvector with eigenvalue IXi (resp. Pi)' (The signs and 
coefficient t in the definition of WI are there for reasons of symmetry-see 
Exercise 22.10.) Diagrammatically, the action of 92 may be represented by the 
arrows 

Exercise 22.9. (i) Verify that the vectors Vi' Wi> and u, as defined above, are 
indeed generators of the corresponding eigenspaces. (ii) Find, in terms of this 
basis for V, the images of V4 under the elements Y3 , Y4 , Ys, and Y6 • 

Exercise 22.10. Show that the elements Xi and Yi E 92 all carry basis vectors 
Vj and Wj into other basis vectors, up to sign (or to zero, of course), and carry 
u to twice basis vectors, that is, Xiu = 2Vi and Yiu = 2Wi for i = 1,3,4. 
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Now, the representation Sym2 V has, as basis, the pairwise products of 
the basis vectors for V; and the subrepresentation r 2,o is just the subspace 
generated by the images of the highest weight vector v~ under (repeated 
applications of) the generators Y1, Y2 of the negative root spaces of 92. Thus, 
for example, the eigenspace in Sym2 V with eigenvalue (X4 is the span of the 
products U· v 4 and V3 . VI; the part of this lying in r 2,o will be the span of the 
two vectors Y2 Y1 Y1(vD and Y1 Y2 Y1(d). We calculate: 

and 

Y2 Y1 Yl(V~) = Y2 Y1 (2V3 · V4) = Y2 (2vn 

= -4Vl · V3 

Y1 Y2 Y1 (d) = Y1 Y2 (2v3· V4 ) = - Y1 (2Vl . V4 ) 

= -2Vl ·V3 - 2u· v4 • 

We see, in other words, that r 2 ,o assumes the weight (X4 with multiplicity 2, 

so that in particular Sym2 V does not contain a copy of V. 
Similarly, to see whether or not Sym2 V contains a copy of the trivial 

representation, we have to calculate the multiplicity of the weight 0 in r 2,o. 
Since any path in the weight lattice from the eigenvalue 2(X4 to 0 obtained by 
subtracting (Xl and (X2 must pass through (X4' we can do this by evaluating the 
products of Y1 and Y2 on the generators VI · V3 and u· V4 of the eigenspace with 
eigenvalue (X4: we have 

and 

Y1 Y1 Y2 (V 1 V3) = - Y1 Y1(vi) = - Y1(2u·vd 

= -4Wl . VI - 2u2 ; 

Y1 Y1 Y2 (u· v4 ) = 0; 

Y1 Y2 Y1 (VI v3) = Y1 Y2(u· V3) = - Y1 (u · vd 

Y1 Y2 Y1(U·V4 ) = Y1 Y2 (U·V3 + 2w1 • v4 ) 

= YI(-U · VI + 2w3 · V4 ) 

= -2wl · VI - u2 - 2w4 • V4 + 2W3V3; 

Y2 Y1 YI (VI V3) = Y2 Y1 (u· v3) = Y2(2w1 . V3) 

= - 2Wl • VI + 2W3 . V3; 

Y2 Y1 Y1 (u· v4 ) = Y2 Y1 (u· V3 + 2WI • v4 ) = Y2(4w1 . v3) 

= -4WI . VI + 4W3 . V3. 

We see from this that the O-eigenspace of r 2,o is three dimensional; we thus 
have the decomposition 
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In particular, we deduce that the action of 92 on the standard representation 
V = [:7 preserves a quadratic form; and correspondingly that the subalgebra 
92 c 51(V) = 517[: is actually contained in the algebra 507«::' We will see this 
again in the following section, where we will give alternative descriptions of 
the exceptional Lie algebras, and again in §23.3 where we describe compact 
homogeneous spaces for Lie groups. 

Exercise 22.11. Analyze in general the symmetric powers SymkV of the stan
dard representation V of 92. 

Finally, consider the exterior cube Nv ofthe standard representation. The 
weight diagram is 

and after we remove one copy of the representation r 2 ,o with highest weight 
2Wl (this is the sum of the three highest weights 1X4' 1X3' and 1X1 of V), we are 
left with 
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This, by what we have seen, can only be the direct sum of the standard 
representation V with the trivial representation C. In sum, then, we conclude 
that 

Nv~r2,oE9VEBC. 

Note in particular that, as a corollary, the action of g2 on the standard 
representation preserves a skew-symmetric trilinear form OJ on V. It is not 
hard to write down this form: it is a linear combination of the five vectors 
W3 A U A V3 , V4 A U A W4 , WI A U A VI' VI A V3 A w4 , and WI A W3 A v4 ; and 
the fact that it is preserved by X I and X 2 is enough to determine the coefficients: 
we have 

OJ = W3 A U A V3 + V4 A U A W4 + WI A U A VI 

+ 2vI A V3 A W4 + 2wI A W3 A V4 ' 

The fact that the action of 92 on V preserves the skew-symmetric cubic 
form OJ takes on additional significance when we make a naive dimension 
count. The space N V of all such alternating forms has dimension 35, while 
the algebra 9I(V) of endomorphisms of V has dimension 49; the difference is 
exactly the dimension of the algebra 92' In fact, we can check directly that the 
linear map 

<P: 9I(V) -+ Nv 

sending A E End(V) to A(OJ) is surjective. We deduce that OJ is a general cubic 
alternating form [i.e., an open dense subset of Nv corresponds to forms 
equivalent to OJ under Aut(V)], and hence that 

Proposition 22.12. The algebra 92 is exactly the algebra of endomorphisms of 
a seven-dimensional vector space V preserving a general skew-symmetric cubic 
form OJ on V. 



358 22. 92 and Other Exceptional Lie Algebras 

Exercise 22.13*. Verify that the map q> above is surjective by direct calculation 
of the action of gI( V) on wEN V. 

Exercise 22.14. As an alternative to the preceding exercise, analyze skew
symmetric trilinear forms on Cn to show that for n s 7 there are only finitely 
many such forms, up to the action of GLnC. Verify that the form W above is 
general in Nc7• (In fact, there are only finitely many cubic alternating forms 
on C8' as well, though this is fairly complicated; for n ~ 9 a simple dimension 
count shows that there is a continuously varying family of such forms.) 

Note that the cubic form W preserved by the action of g2 gives us explicitly 
the inclusion 

vc..Nv 

deduced earlier from their weight diagrams: this is just the map V* -+ N V 
given by contraction/wedge product with w, composed with the isomorphism 
of V with V* . 

Exercise 22.15*. Find the algebra of endomorphisms of a six-dimensional 
vector space preserving a general skew-symmetric trilinear form. 

We will see the form w again when we describe g2 in the following section. 
These calculations using the table amount to using all the information 

that can be extracted from the subalgebras Sa ~ S[2C of g2. Using the copy 
of S[3 C that we found in the second section can make some of this more 
transparent. Make the identification 

g2 = go $ W $ W* = S[3C $ W $ W*. 

As a representation of S[3 C, the seven-dimensional representation V must 
be the sum of W; W*, and the trivial representation C. If we make this 
identification, 

V= W$W*$C, 

it is not hard to work out how the rest of g2 acts. This is given in the following 
table: 

W W* C 
w t/! z 

90 X X · w X·t/! 0 
W v -v II W t/!(v) 2z·v 
W* <p <p(w) <pllt/! 2z · <p 

With this identification, we have u = 1 in C, and 
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W3 = e3 in W = 1[:3; 

V3 = e! in W* = (1[:3)*. 

Conversely, it is not hard to verify that the above table defines a representation 
of g2' by checking the various cases of the identity [e, 11] . Y = e· (11 . y) -
11 . (~ . y) for ~, 11 in g2 and y in V. Note that the cubic form (J) becomes 

3 

(J) = L ej " U " er + 2(e 1 " e2 " e3 + eT " e! " en. 
j=1 

This description of V can be used to verify the calculations made earlier, 
and also to study its symmetric and exterior powers. For example, Sym2V 
decomposes over sl3 I[: into 

Sym2We3 Sym2W* e3 Sym2 1[: e3 W® I[: e3 W* ® I[: e3 W® W* 

= Sym2We3 Sym 2 W* e3 I[: EB WEB W* EB sl31[: e3 C. 

To get the weights around the outside ring, the irreducible representation r 2 ,o 

must include Sym2 W, Sym2 W*, and sl3 C. Checking that We g2 maps 
Sym2W* nontriviaUy to W* shows that it must also include Wand W*. To 
finish it suffices to compute the part killed by g2' which must lie in the sum 
of the two components which are trivial for s131[:; checking that this is one 
dimensional, one recovers the decomposition 

Sym2V = r 2,o e3 c. 

Exercise 22.16. Use this method to decompose Nv and Sym3 V. 

§22.4. Algebraic Constructions of the 
Exceptional Lie Algebras 

In this section we will sketch a few of the abstract approaches to the construc
tion of the five exceptional Lie algebras. The constructions are notas easy as 
you might wish: although the exceptional Lie groups and their Lie algebras 
have a remarkable way of showing up unexpectedly in many areas of mathe
matics and physics, they do not have such simple descriptions as the classical 
series. Indeed, they were not discovered until the classification theorem forced 
mathematicians to look for them. 

To begin with, the method we used to construct g2 in the second section 
of this lecture can be generalized to construct other Lie algebras. This is the 
construction of Freudenthal, which we do first. It can be used to construct the 
Lie algebra l's for the diagram (Es). From l's it is possible to construct l'7 and 
l'6 and f4' Then we will present (or at least sketch) several other approaches 
to their construction. Since it is a rather technical subject, probably not really 
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suited for a first course, we will touch on several approaches rather than give 
a detailed discussion of one. 

The construction of 92 as a sum 90 EB WEB W* that we found in the second 
section works more generally, with very little change. Suppose 90 is a semi
simple Lie algebra, and W is a representation of 90; let W* be the dual 
representation, and set 

9 = 90 EEl WEB W*. 

We also need maps 

,,: /VW -. W* and ,,: ;\?W* -. W 

of representations of 90. We assume these are given by trilinear maps of 
90-representations T: N W -. C and T': N W* -. C, which means that 

(u " v)(w) = T(u, v, w) and 8(qJ" 1/1) = T'(qJ, 1/1, 8). 

We can then define a bracket on 9 by the same rules as in the second section. 
To describe it, we let X, Y, Z, . . . denote arbitrary elements of 90' u, v, w, ... 
elements of W, and qJ, 1/1, 8, ... elements of W*. The bracket in 9 is determined 
by setting: 

(i) [X, Y] = [X, Y] 
(ii) [X, v] = X·v 

(iii) [X, qJ] = X·rp 
(iv) [v, w] = a·(v " w) 
(v) [rp,I/I] = b·(rp " 1/1) 

(vi) [v, rp] = c·(v*qJ) 

(the given bracket in 90)' 
(the action of 90 on W), 
(the canonical action of 90 on W*), 
(for a scalar a to be determined), 
(for a scalar b to be determined) 
(for a scalar C to be determined). 

As before, v * qJ is the element of 90 such that 

B(v * rp, Z) = rp(Z· v) for all Z E 90' 

where B is the Killing form on 90. The rules (i)-(vi) determine a bilinear 
product [ , ] on all of 9, and the fact that it is skew follows from the facts 
that [X, X] = 0, [v, v] = 0, and [rp, qJ] = O. 

The argument that we gave showing that 92 satisfies the Jacobi identity 
works in this general case without essential change, except for the last two 
cases, where explicit calculation is needed. For v, WE W, and rp E W*, the 
Jacobi identity is equivalent to the identity 

ab«v " w) " qJ) = c«v * rp). w - (w * qJ). v). (22.17) 

For v E W, qJ, 1/1 E W*, the Jacobi identity amounts to 

(22.18) 

We will see in Exercise 22.20 that (22.17) and (22.18) are equivalent. Again, 
the simplicity ofthe resulting Lie algebra is easy to see, provided all the weight 
spaces are one dimensional, using Exercise 14.34, so we have: 
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Proposition 22.19 (Freudenthal). Given a representation W of a semisimple 
Lie algebra 90 and trilinear forms T and T' inducing maps IV W -+ W* and 
IV W* -+ W, such that (22.17) and (22.18) are satisfied, the above products make 

9 = 90$ WEB W* 

into a Lie algebra. If the weight spaces of Ware all one dimensional, and the 
weights of W, W*, and the roots of 90 are all distinct, and abc #- 0, then 9 is 

semisimple, with the same Cartan subalgebra as 90' 

Exercise 22.20*. (a) Show that the trilinear map T determines a map /\: 
IV W -+ W* of representations if and only if it satisfies the identity 

T(X' u, v, w) + T(u, X' v, w) + T(u, v, X' w) = ° '<IX E 90' 

and similarly for T'. 
(b) Show that each of (22.17) and (22.18) is equivalent to the identity 

ab'(v /\ wHtp /\ t/t) = c·(B(w*t/t, v* tp) - B(w* tp, v* t/t)). 

The Lie algebra es for (Es) can be constructed by this method. This time 
90 is taken to be the Lie algebra sI9C; if V = C9 is the standard representation 
of 519 C, let W = Nv, so W* = Nv*; the trilinear map is the usual wedge 
product 

and similarly for Nv*. We leave the verifications to the reader: 

Exercise 22.21*. (i) Verify the conditions on the roots of 519 and the weights 
of N V and N V*. (ii) Use the fact that B(X, Y) = 18· Tr(XY) for sl9 to show 
that (22.17) holds precisely if c = - 18ab. (iii) Show that the Dynkin diagram 
of the resulting Lie algebra is (Es). 

Note that the dimension of 519 C is 80, and that of Wand W* is 84, so the 
sum has dimension 248, as predicted by the root system of (Es). 

Once the Lie algebra es is constructed, e7 and e6 can be found as sub
algebras, as follows. Note that removing one or two nodes from the long arm 
of the Dynkin diagram of (Es) leads to the Dynkin diagrams (E7) and (E6)' 

In general, if 9 is a simple Lie algebra, with Dynkin diagram D, consider a 
subdiagram DO of D obtained by removing some subset of nodes, together 
with all the lines meeting these nodes. 1 Then we can construct a semisimple 
subalgebra 9° of 9 with DO as its Dynkin diagram. In fact, 9° is the subalgebra 
generated by all the root spaces 9±«, where r:t. is a root in DO. 

I If there are double or triple lines between two nodes, both nodes should be removed or kept 
together. 
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Exercise 22.22. (a) Prove this by verifying that the positive roots of gO are the 
positive roots f3 of g that are sums of the roots in DO, and the Cartan 
subalgebra ~o is spanned by the corresponding vectors Hp E ~. 

(b) Carry this out for e7 and e6 ; in particular, show again that e7 has 63 
positive roots, so dimension 7 + 2(63) = 133, and e6 has 36 positive roots, so 
dimension 6 + 2(36) = 78. 

Exercise 22.23. For each of the simple Lie algebras, find the subalgebras 
obtained by removing one node from an end of its Dynkin diagram. 

The last exceptional Lie algebra f4 can be constructed by taking an in
variant subalgebra of e6 by an involution. This involution corresponds to the 
evident symmetry in the Dynkin diagram: 

In general, an automorphism of a Dynkin diagram arises from an auto
morphism of the corresponding semisimple Lie algebra, as follows from the 
fact that the multiplication table is determined by the Dynkin diagram, cf. 
Proposition 21.22 and Claim 21.25. 

Exercise 22.24*. (a) Show that the invariant subalgebra for the indicated 
involution of e6 is a simple Lie algebra f4 with Dynkin diagram (F4)' 

(b) Find the invariant subalgebra for the involutions of (A,,) and (D,,), and 
for an automorphism of order three of (D4)' 

Exercise 22.25*. For each automorphism of the Dynkin diagrams (An) and 
(D,,), find an explicit automorphism of sl,,+11C and S02nIC that induces it. 

The exceptional Lie algebras can also be realized as the Lie algebras of 
derivations of certain nonassociative algebras. This also gives realizations of 
corresponding Lie groups as groups of automorphism of these algebras (see 
Exercise 8.28). Some examples of this for associative algebras should be 
familiar. The group of automorphisms of the algebra IHl of (real) quaternions 
is 0(3), so the Lie algebra of derivations is S031R. The Lie algebra of derivations 
of the complexification IHl cis s031C ~ sI2 1C. 

The exceptional group G2 can be realized as the group of automorphisms 
of the complexification of the eight-dimensional Cayley algebra, or algebra of 
octonions. Recall that the quaternions IHl = IC Ef> ICj can be constructed as the 
set of pairs (a, b) of complex numbers. In a similar way the Cayley algebra, 
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which we denote by 0, can be constructed as the set of pairs (a, b), with a and 
b quaternions. The addition is componentwise, with multiplication 

(a, b) 0 (c, d) = (ac - db, da + be), 

where - denotes conjugation in IHI. This algebra 0 also has a conjugation, 
which takes (a, b) to (a, -b). It has a basis 1 = (1,0), together with seven 
elements e1 , ••• , e7 : 

(i, 0), (j, 0), (k, 0), (0, 1), (0, i), (O,j), (0, k). 

These satisfy ep 0 ep = -1 and ep 0 eq = - eq 0 ep for p # q, and the conjugate 
e;, of ep is - ep • The multiplication table can be encoded in the diagram: 

(O,i) 

(O,k) ..... ----..:::,. ..... ~--..::a (O,j) 

(i,O) 

Here, if ep , eq , and e, appear on a line in the order shown by the arrow, then 

Note in particular that any two of these basic elements generate a subalgebra 
of 0 isomorphic to IHI. 

Exercise 22.26. Show that the subalgebra of 0 generated by any two elements 
is isomorphic to IR, C, or IHI. Deduce that, although 0 is noncommutative and 
nonassociative, it is "alternative," i.e., it satisfies the identities (x 0 x) 0 y = 
x 0 (x 0 y) and y 0 (x 0 x) = (y 0 x) 0 x. 

A trace and norm can be defined on 0 by 

Tr(x) = t(x + x), N(x) = x 0 x; 

these satisfy the relation X Z - 2 Tr(x) + N(x) = O. Let P(x, y) = t(x 0 y + 
y 0 x) be the bilinear form associated to N; note that the above basis is an 
orthonormal basis for this inner product. 

Let G be the group of algebra automorphisms of the real algebra o. The 
next exercise sketches a proof that the complexification of G is a Lie group of 
type (Gz). 
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Exercise 22.27*. The center of 0 is IR ·1, which is preserved by G. Let Y be 
orthogonal space to IR · 1 with respect to the quadratic form N. Then G is 
imbedded in the group SO(Y) of orthogonal transformations of Y. 

(a) Define a "cross product" x on Y by the formula v x w = V· W + P(v, w)· 1. 
Show that G can be identified with the group of orthogonal transforma
tions of Y that preserve the cross product. 

(b) Show that G = Aut(O) acts transitively on the 6-sphere 

S6 = n: riei: L rl = I}, 

and the subgroup K that fixes i = e1 is mapped onto the 5-sphere in et 
by the map g 1-+ g oj. Conclude from this that G is 14-dimensional and 
simply connected. 

(c) Show that {D E Der(O): D(i) = O} is isomorphic to su3 . 

(d) Verify that the Lie algebra of derivations of the complex octonians is the 
simple Lie algebra of type (G2 ). 

Exercise 22.28*. The octonions can also be constructed from the Clifford 
algebra of an eight-dimensional vector space with a nondegenerate quadratic 
form. With V, S+, and S- as in §20.3, with V1 E V, Sl E S+, tl = v1 . Sl E S
chosen so the values ofthe quadratic forms are 1 on each of them as in Exercise 
20.50, define a product V x V -+ V, (v, w) 1-+ Vow by the formula 

Vow = (v· t d . (w . S d. 

Note that v· tl E S+, w· Sl E S-, so their product (v· td· (w· sd is back in V. 
(a) Show that V with this product is isomorphic to the complex octonians 

0, with unit Vl' with the map V 1-+ -p(v1)(v) corresponding to conjugation in 
o. 

Conversely, starting with the complex octonians 0, one can reconstruct 
the algebra of §20.3: define A = 0 $ 0 $ 0, define an automorphism J of 
order 3 of A by J(x, y, z) = (z, x, y), and define a product· from each succes
sion of two factors to the third by the formulas x· y = x 0 y, y. Z = yo z, 
z·x=zox. 

(b) Show that A is isomorphic to the algebra described in §20.3. 
(c) Identifying sosC with the space of skew linear transformations of 0, 

show that for each A in sosC there are unique Band C in sosC such that 

A(x 0 y) = B(x) 0 y + x 0 C(y) 

for all complex octonions x and y. Equivalently, if one defines a trilinear form 
(, , ) on the octonions by (x, y, z) = Tr«x 0 y) 0 z) = Tr(x 0 (y 0 z)), 

(Ax, y, z) + (x, By, z) + (x, y, Cz) = 0 

for all x, y, z. Show that this trilinear form agrees with that defined in Exercise 
20.49, and the mapping A 1-+ B determines the triality automorphismj' of 50s C 
of order three described in Exercise 20.51. 
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Exercise 22.29. Define three homomorphisms from the real Clifford algebra 
C7 = qo, 7) to End R(O) by sending v E!R7 = L !Rei to the maps Lv, Rv, and 
T" defined by L v(x) = v 0 x, Rv(x) = x 0 v, and T,,(x) = v 0 (x 0 v) = (v 0 x) 0 v. 

(a) Show that these do determine maps of the Clifford algebra, and that the 
induced maps 

Spins!R ~ qven = C7 -+ Endn(O) 

are the two spin representations and the standard representation, respectively. 
(b) Verify that T,,(x 0 y) = Lv(x)· L v(y) for all v, x , y, and use this to verify 

the triality formula in (c) of the preceding exercise. 

The algebra f4 can be realized as the derivation algebra ofthe complexifica
tion of a 27 -dimensional Jordan algebra JI . This can be constructed as the set 
of matrices of the form 

(
: ex P) 
ex by , 

7J Y c 

with a, b, c scalars, and ex, p, y in O. The product 0 in JI is given by 

x 0 y = t(xy + yx), 

where the products on the right-hand side are defined by usual matrix multi
plication. This algebra is commutative but not associative, and satisfies the 
identity «x 0 x) 0 y) 0 x = (x 0 x) 0 (y 0 x). In fact, (F4) is the group of auto
morphisms of this 27-dimensional space that preserve the scalar product 
(x, y) = Tr(x 0 y) and the scalar triple product (x, y, z) = Tr«x 0 y) 0 z). The 
kernel of the trace map is an irreducible 26-dimensional representation of f4. 
For details see [Ch-S], [To], [Pos]. 

In addition, there is a cubic form "det" on JI such that the linear auto
morphisms of JI that preserve this form is a group of type (E6). This again 
shows f4 as a subalgebra of 4.'6. 

The other exceptional Lie algebras can also be constructed as derivations 
of appropriate algebras. We refer for this to [Ti2], [Dr], [Fr2], [Jac2], and 
the references found in these sources. Other constructions were given by Witt, 
cf. [Wa]. The simple Lie algebras are also constructed explicitly in [S-K, §1]. 
See also [Ch-S], [Frl], and ESc]. 

What little we will have to say about the representations of the four 
exceptional Lie algebras besides 92 can wait until we have the Weyl character 
formula. 



LECTURE 23 

Complex Lie Groups; Characters 

This lecture serves two functions. First and foremost, we make the transition back 
from Lie algebras to Lie groups: in §23.1 we classify the groups having a given 
semisimple Lie algebra, and say which representations of the Lie algebra, as described 
in the preceding lectures, lift to which groups. Secondly, we introduce in §23.2 the 
notion of character in the context of Lie theory; this gives us another way of describing 
the representations of the classical groups, and also provides a necessary framework 
for the results of the following two lectures. Then in §23.3 we sketch the beautiful 
interrelationships among Dynkin diagrams, compact homogeneous spaces and the 
irreducible representations of a Lie group. The first two sections are elementary 
modulo a little topology needed to calculate the fundamental groups of the classical 
groups in §23.1. The third section, by contrast, may appear impossible: it involves, at 
various points, projective algebraic geometry, holomorphic line bundles, and their 
cohomology. In fact, a good deal of §23.3 can be understood without these notions; 
the reader is encouraged to read as much of the section as seems intelligible. A final 
section §23.4 gives a very brief introduction to the related Bruhat decomposition, which 
is included because of its ubiquity in the literature. 

§23.1: Representations of complex simple groups 
§23.2: Representation rings and characters 
§23.3: Homogeneous spaces 
§23.4: Bruhat decompositions 

§23.1. Representations of Complex Simple Lie Groups 

In Lecture 21 we classified all simple Lie algebras over C. This in tum yields 
a classification of simple complex Lie groups: as we saw in Lecture 7, for any 
Lie algebra 9 there is a unique simply connected group G, and all other 
(connected) complex Lie groups with Lie algebra 9 are quotients of G by 
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discrete subgroups of the center Z(G). In this section, we will first describe the 
groups associated to the classical Lie algebras, and then proceed to describe 
which of the representations of the classical algebras we have described in 
Part III lift to which of the groups. We start with 

Proposition 23.1. For all n ~ 1, the Lie groups SL.C and SP2.C are connected 
and simply connected. For n ~ 1, SOnC is connected, with 7t t (S02C) = 7L, and 
7t t (SO.C) = 7L/2for n ~ 3. 

PROOF. The main tool needed from topology is the long exact homotopy 
sequence of a fibration. If the Lie group G acts transitively on a manifold 
M, and H is the isotropy group of a point Po of M, then G/H = M, and the 
map G .... M by g 1-+ g . Po is a fibration with fiber H. The resulting long exact 
sequence is, assuming the spaces are connected, 

... .... 1t2(M) .... 7t t(H) .... 7t t (G) .... 7t t(M) .... {1}. (23.2) 

(The base points, which are omitted in this notation, can be taken to be the 
identity elements of Hand G, and the point Po in M.) In practice we will know 
M and H are connected, from which it follows that G is also connected. From 
this exact sequence, if M and H are also simply connected, the same follows 
for G. 

To apply the long exact homotopy sequence in our present circumstance 
we argue by induction, noting first that SLt C = SOt C = {1}. Now consider 
the action of G = SL.C on the manifold M = C·\ {O}. The subgroup H 
fixing the vector Po = (1,0, ... ,0) consists of matrices whose first column is 
(1,0, ... ,0) and whose lower right (n - 1) by (n - 1) matrix is in SL._t C; it 
follows that as topological spaces H ~ SL._t C x C·-t. Since M is simply 
connected for n ~ 2 (having the sphere S2.-t as a deformation retract), and H 
has SL._t C as a deformation retract, the claim for SL.C follows from (23.2) 
by induction on n. 

The group S02C is isomorphic to the multiplicative group C*, which has 
the circle as a deformation retract, so 1tt(S02C) = 7L. The group G = SO.C 
acts transitively on M = {v E C'; Q(v, v) = 1}, where Q is the symmetric bi
linear form preserved by G. (The transitivity of the action is more or less 
equivalent to knowing that all nondegenerate symmetric bilinear forms are 
equivalent.) For explicit calculations take the standard Q for which the 
standard basis {e;} of C· is an orthonormal basis. This time the subgroup H 
fixing et is SO._t C. From the following exercise, it follows that M has the 
sphere sn-t as a deformation retract. By (23.2) the map 

7t t (SO.-t C) -+ 7t t (SO.C) 

is an isomorphism for n ~ 4. So it suffices to look at S03C. This could be 
done by looking at the maps in the sme exact sequence, but we saw in Lecture 
10 that S03 C has a two-sheeted covering by SL2 C, which is simply connected 
by the preceding paragraph, so 7t t (S03C) = 7L/2, as required. 
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The group G = SP2nC acts transitively on 

M = {(v, w) E c2n X C 2n: Q(v, w) = I}, 

where Q is the skew form preserved by G, and the isotropy group is SP2n-2C 
Since SP2 C = SL2 C, the. first case is known. By the following exercise, since 
M is defined in C4 n by a nondegenerate quadratic form, M has s4n-1 as a 
deformation retract, so we conclude again by induction. 0 

Exercise 23.3*. Show that {(Z1, ... ,Z.)Ecn: Lzr = I} is homeomorphic to 
the tangent bundle to the (n - I)-sphere, i.e., to 

Tsn-, = {(u, v) E sn-1 X iRn : U·V = OJ. 
Using the exact sequence {1} -+ SLnC -+ GLnC -+ C* -+ {I} we deduce 

from the proposition and (23.2) that 

1t 1(GLnC) = Z. (23.4) 

Exercise 23.5. Show that for all the above groups G, the second homotopy 
groups 1t2(G) are trivial. 

We digress a moment here to mention a famous fact. Each of the above 
groups G has an associated compact subgroup: SU(n) c SLnC, Sp(n) c SP2nC, 
and SO(n) c SOnC In fact, each of these subgroups is connected, and these 
inclusions induce isomorphisms of their fundamental groups. 

Exercise 23.6. Prove these assertions by finding compatible actions of the 
subgroups on appropriate manifolds. Alternatively, observe that in each case 
the compact subgroup in question is just the subgroup of G preserving a 
Hermitian form on cn or C2n, and use Gram-Schmidt to give a retraction of 
G onto the subgroup. 

Now, by Proposition 23.1 the simply-connected complex Lie groups corre
sponding to the Lie algebras 9 = sInC, SP2nC, and sOmC are 

G = SLnC, SP2nC, and SpinmC 

We also know the center Z(G) of each of these groups. From Lecture 7 we 
also know the other connected groups with these Lie algebras: 

• The complex Lie groups with Lie algebra sI.C are SL.C and quotients of 
SLn C by subgroups of the form {e2"Ii/m. I} I for m dividing n (in particular, 
if n is prime the only such groups are SLnC and PSL.C). 

• The complex Lie groups with Lie algebra SP2nC are SP2nC and PSP2nC 
• The complex Lie groups with Lie algebra S02n+1 Care Spin2n+1 C and 

S02n+1 C 
and 

• The complex Lie groups with Lie algebra S02nC are Spin2.C, S02nC and 
PS02nC; in addition, ifn is even, there are two other groups covered doubly 
by Spin2nC and covering doubly PS02nC [cf. Exercise 20.36]. 
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These are called the classical groups. In the cases where we have observed 
coincidences of Lie algebras, we have the following isomorphisms of groups: 

and 

Spin3C ~ SL2C and S03C ~ PSL2C; 

Spin4C ~ SL2C x SL2C and PS04C ~ PSL2C x PSL2C; 

SpinsC ~ SP4C and SOsC ~ PSP4C; 

Spin6C ~ SL4 C and PS06C ~ PSL4C. 

Note that in the first case n = 4 where there is an intermediate subgroup 
between SLnC and PSLnC, the subgroup in question is interesting: it turns 
out to be S06 C. In general, however, these intermediate groups seldom arise. 

Consider now representations of these classical groups. According to the 
basic result of Lecture 7, representations of a complex Lie algebra 9 will 
correspond exactly to representations of the associated simply connected Lie 
group G: specifically, for any representation 

p: 9 -+ gl(V) 

of g, setting 

p(exp(X» = exp(p(X» 

determines a well-defined homomorphism 

p: G -+ GL(V). 

For any other group with algebra g, given as the quotient GIC of G by a 
subgroup C c Z(G), the representations of G are simply the representations 
of G trivial on C. It is therefore enough to see which of the representations 
of the classical Lie algebras described in Part III are trivial on which sub
groups C c Z(G). 

This turns out to be very straightforward. To begin with, we observe that 
the center of each group G with Lie algebra 9 lies in the image of the chosen 
Cartan subalgebra g c 9 under the exponential map. It will therefore be 
enough to know when exp(p(X» = I for X E g; and since the representations 
p of 9 are particularly simple on g this presents no difficulty. 

What we do have to do first is to describe the restriction of the exponential 
map to g, so that we can say which elements of g exponentiate to elements of 
Z(G). For the groups that are given as matrix groups, this will all be perfectly 
obvious, but for the spin groups we will need to do a little calculation. We 
will also want to describe the Cartan subgroup H of each of the classical groups 
G, which is the connected subgroup whose Lie algebra is the Cartan sub
algebra g of g. For G = SLnC, H is just the diagonal matrices in G, i.e., 

H = {diag(zl' ... , zn): Zl· .. . ·Zn = I}. 

Similarly in SP2nC or S02nC, H = {diag(zl, ... , Zn, z11, ... , Z;;l)}, whereas in 
S02n+1C, H = {diag(zl' . .. ,zn,zI1, .. . ,Z;;I, I)}. In each of these cases the 
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exponential mapping from l) to H is just the usual exponentiation of diagonal 
matrices. 

To calculate the exponential mapping for Spin",C, we need to describe the 
elements in Spin",C that lie over the diagonal matrices in SO",c. This is not 
a difficult task. Calculating as in §20.2, we find that for any nonzero complex 
number Z and any 1 ~ j ~ n, and with m = 2n + 1 or m = 2n, the elements 

(23.7) 

in the Clifford algebra are in fact elements of Spin",C. Moreover, if 
p: Spin",C -+ SO"'C is the covering, the image p(Wj(z» is the diagonal matrix 
whose jth entry is Z2, (n + j)th entry is Z-2, and other diagonal entries are 1. 
These elements Wj(z) also commute with each other, so for any nonzero 
complex numbers Z 1, ... , Z. we can define 

(23.8) 

Then P(W(Zl' ... , z.» = diag(zI, ... , z;, z12, ... , Z;;2) if m = 2n, while if m = 
2n + 1, we get the same diagonal matrix but with a 1 at the end. 

Let Hi = Ei,i - E.+i,.+i' the usual basis for l) c sO"'c. 

Lemma 23.9. For any complex numbers a 1, . •• , a., 

exp(a1H1 + ... + a.H.) = w(eatl2, ... , ea"/2) 

PROOF. Since the map exp: l) -+ Spin",C is determined by the facts that it is 
continuous, it takes 0 to 1, and its composite with P is the exponential for 
SO"'C, this follows from the preceding formulas. 0 

Exercise 23.10*. Show that exp(I,ajHj) = 1 if and only if each aj is in 21tiZ 
and I,aj E 41tiZ. 

We see also that exp(l» contains the center of Spin",C. Indeed, 
-1 = w( -1, 1, .. . , 1), and if m is even, the other central elements are ±(O, 
with (0 = w(i, ... , i), as we calculated in Exercise 20.36. (This, of course, also 
contains the fact that there is a path between 1 and -1, proving again that 
Spin",C is connected.) 

Exercise 23.11*. Verify for all the classical groups G that: (i) H = exp(l» is 
a closed subgroup of G that contains the center of G; (ii) the map of funda
mental groups 1tl (H, e) -+ 1tl (G, e) is surjective; (iii) for any connected covering 
1t: G' -+ G, 1t-1 (H) is connected and is the Cartan subgroup of G'. 

Now let G = ale be a semisimple Lie group with Lie algebra 9 and Cartan 
subalgebra l). Choose an ordering of the roots, and let r .. be the irreducible 
representation of 9 with highest weight A.. The basic fact that we need is 
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Lemma 23.12. The representation r). is a representation of G = Gle if and 
only if 

A(X) E 2niZ whenever exp(X) E C. 

PROOF. The representation r). is a representation of G when g. v = v for all 
gEe, where v is a highest weight vector in r).. Since exp(~) contains e, this 
says exp(X)· v = v for all X E ~ such that exp(X) E C. Now by the naturality 
of the exponential map, and since X . v = A(X)V for X E g, we have exp(X)· v = 
e).(X)v. Hence the condition is that e).(X)v = v, or that eA(X) = 1 if exp(X) E e, 
which is the displayed criterion. D 

Let us work this out explicitly for each of the classical groups. It may help 
to introduce a notation for the irreducible representations which, among other 
virtues, allows some common terminology in the various cases. Note that for 
each of sIn +1 , 5P2n' 502n , and 502n+1 the root space g* is spanned by weights 
we have called L 1, ••• , L n, so a weight can be written uniquely in form 
AILI + ... + AnLn. We may sometimes write A in place of the weight 
Al Ll + ... + AnLn· In the rest of this lecture at least, we write rA for the 
irreducible representation with highest weight AILI + ... + AnLn. Note that 
by our choice ofWeyl chambers the highest weights A = (AI' ... , An) that arise 
satisfy 

where the Ai are all integers in the first two cases, and for 502n+1 they are either 
all integers or all hjilf-integers; and 

Al ~ A2 ~ ... ~ An- 1 ~ IAnl ~ 0 for 502n, 

with the Ai all integers or all half-integers. 

Proposition 23.13. For each subgroup e of the center of G, the representation 
r). is a representation of Gle precisely under the following conditions: 

(i) ~ = SLn+1 C, e has order m dividing n + 1: L Aj == 0 mod(m). 
(ii) l! = SP2n C, e = {± 1}: L Aj is even. 

(iii) G = Spin2n C or Spin2n+1 C, e = {± 1}: all Ai are integers. 
(iv) ~ = Spin2nC, e = {± 1, ± w}: all Ai are integers, L Aj is even. 
(v) G = Spin2n C, n even, e = {t, w}: LAj is an even integer; and for e = 

{1, -w}: LAj - nl2 is an odd integer. 

In particular, representations of PSLn+1 C are given by partitions A with 
LAj == 0 mod(n + 1), and those for PSP2nC have LAj even. Case (iii) verifies 
what we saw in Lecture 19 about representations of SOme. Representations 
of PSOm C correspond to integral partitions A with L Aj even. 

PROOF. With the preceding lemma and the explicit description of everything 
in sight, the calculations are routine. In case (i), for example, a generator for 
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C is of the form exp(X), with 

X = (2ni/m) ( t Ei,i - nEn+1,n+1)' 
)=1 

and so A.(X) = (2ni/m)(I A.) will be a multiple of 2ni exactly when L A.j is 
divisible by m. For SP2.C, exp(X) = -1 when X = ni(L Hj ), so A.(X) = niL A.i , 

and (ii) follows. The calculations are similar for Spinm C, noting that 
exp(2ni(Hd = -1 and exp(ni(LHj )) = m. 0 

By way of an example, recall that any irreducible representation of sI2C is 
of the form Symkv, where V is the standard two-dimensional representation. 
Any such representation, of course, lifts to the group SL2C; but it lifts 
to PSL2 C ~ S03 C if and only if k is even (in particular, the "standard" 
representation ofS03C on C 3 is the symmetric square Sym2 V). For another 
example, we have seen that any irreducible representation of SP4C may be 
found in a tensor product SymkV ® Sym'w, where V is the standard four
dimensional representation of SP4C and We Nv the complement of the 
trivial one-dimensional representation. All such representations lift to SP4 C, 
but they lift to PSP4C ~ SOsC if and only if k is even-equivalently, if they 
are contained in a representation of the form Sym'W ® Symk(N W), where 
W is the "standard" representation of SOs C. 

Exercise 23.14. Show that each of these semisimple complex Lie groups G has 
a finite-dimensional faithful representation. 

The result of the proposition can be put in a more formal setting, which 
brings out a feature that our alert reader has surely noticed: the center of 
the simply-connected form of 9 is isomorphic to the quotient group Aw/AR 
of the weight lattice modulo the root lattice. We note first that this abelian 
group Aw/AR is finite. We have seen this for the classical Lie algebras. In 
general, we have 

Lemma 23.15. The group Aw/AR is finite, of order equal to the determinant of 
the Cartan matrix. 

PROOF. The simple roots IX form a basis for the root lattice A R • The correspond
ing elements Ha form a basis for 

rR = Z{Hy : Y E R}, 

a lattice in ~; this is proved in Appendix D.4. Since Aw is defined to be the 
lattice of elements of ~* that take integral values on rR , the determinant 

det(IX(Hp)) = det(na/l) 

is the index [Aw : ARJ. o 
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In particular, for the exceptional groups, Aw/AR is trivial for (G2), (F4 ), and 
(Es), and cyclic of order two for (E7) and order three for (E6). 

In fact, the center of the simply-connected group is naturally isomorphic 
to the dual of Aw/AR. To express this, consider the natural dual of this last 
group. The lattice rR defined in the preceding proof is a sublattice ofthe lattice 

rw = {X E~: IX(X) E 7L for all IX E R}. 

Note that Aw was defined to be the lattice of elements of ~* that take integral 
values on rR.1t follows formally from the definitions and the fact that Aw/AR 
is finite that we have a perfect pairing 

(X, IX) 1-+ IX (X). 

The claim is that there is a natural isomorphism from r W/rR to the center 
of G, which is given by the exponential. More precisely, let ea: ~ -+ He G be 
the homomorphism defined by 

ea(X) = exp(21tiX). 

We claim that when G = G is the simply-connected group, Ker(eG) = rR and 
eG(r w) is the center of G, from which it follows that eG induces an isomorphism 

rW/rR ~ Z(G). 

More generally, for any G = G/C, define a lattice r( G) between rR and r w by 

r(G) = Ker(ea)· 

Then ea determines an isomorphism 

We may thus state our result as 

Theorem 23.16. There is a one-to-one correspondence between connected Lie 
groups G with the Lie algebra 9 and lattices A c ~* such that 

AR cAe Aw. 

The correspondence is given by associating to a group G the lattice dual to the 
kernel of the exponential map exp: 9 -+ G; in particular, the largest lattice Aw 
corresponds to the simply-connected group, the smallest AR to the adjoint group 
with no center. In terms of this correspondence, the irreducible representation 
V;. of 9 with highest weight A. E ~* will lift to a representation of the group G 
corresponding to A c ~* if and only if A. E A. 

Note also that 

H = ~/r(G) ~ C* x ... x P, 

with n = dimc~ copies of C*. 
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Exercise 23.17*. Show that these claims follow formally from what we have 
seen: that the image of the exponential map contains the center, and that for 
any weight C( there is a representation V of 9 whose weight space Ya is not zero. 
Show also that eG determines an isomorphism r( G)/rR ;;;;; 1t 1 (G). In diagram 
form, 

Go 

i 
G 

i 
G 

Exercise 23.18. Find the kernels of each of the spin and half-spin representa
tions SpinmC ~ GL(S) and SpinmC -+ GL(Si). 

Exercise 23.19*. Classify the irreducible representations of the fuU orthogonal 
group OmlC. 

Note that by our analysis of the Lie algebra g2 there is a unique group G2 

with this Lie algebra, which is simultaneously the simply-connected and 
adjoint forms; the representations of this group are exactly those of the alge
bra g2 . The same is true for the Lie algebras oftype (F4 ) and (Es), while (E7) 
and (E6) each have two associated groups, an adjoint one with fundamental 
group lL/2 and lL/3, and a simply-connected form with center lL/2 and lL/3 
respectively. 

It may be worth pointing out that each complex simple Lie group G can 
be realized as a closed subgroup defined by polynomial equations in some 
general linear group, i.e., that G is an affine algebraic group. Every irreducible 
representation G ~ GL(V) is also defined by polynomials in appropriate 
coordinates. This explains why the whole subject can be developed from the 
point of view of algebraic groups, as in [Borl] and [Hu2]. 

The Weyl group m, which we defined as a subgroup of Aut(~*), can be 
interpreted in terms of any connected Lie group G with Lie algebra g. Let H 
be the Cartan subgroup corresponding to ~, and let N(H) be the normalizer: 

N(H) = {g E G: gHg- 1 = H}. 

We have homomorphisms: 

N(H) -+ Aut(H) -+ Aut@ -+ Aut(~*), 

the first defined by conjugation, the second by differentiation at the identity, 
and the third using the identification of ~ and ~* via the Killing form. Fact 
14.11 can be sharpened to the claim that this map determines an isomorphism 

N(H)/N~m. (23.20) 

When G is the adjoint form of the Lie algebra, this isomorphism is proved 
in Appendix D. The general case follows, using: 
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Exercise 23.21. Show that if n: G' -+ G is a connected covering, with Cartan 
subgroups H' = n-1(H), then the induced map N(H')/H' -+ N(H)/H is an 
isomorphism. 

Exercise 23.22. For each of the classical groups, and each simple root a, find 
an element in N(H) that maps to the reflection w,. in 2B. 

§23.2. Representation Rings and Characters 

Just as with finite groups, we can form the representation ring R of a semi
simple Lie algebra or Lie group: take the free abelian group on the isomorphism 
classes [V] of finite-dimensional representations V, and divide by the relations 
[V] = [V'] + [V"] whenever V ~ V' Ee V". By the complete reducibility of 
representations, it follows as before that R is a free abelian group on the classes 
[V] of irreducible representations. Again, the tensor product of representa
tions makes R into a ring: [V]· [W] = [V ® w]. Many of our questions 
about decomposing representations and tensor products of representations 
can be nicely encoded by describing R more fully. We do this first for the Lie 
algebras. 

For a semisimple Lie algebra g, let A = Aw be the weight lattice, and let 
Z[A] be the integral group ring on the abelian group A. We write e(A.) for the 
basis element of Z[A] corresponding to the weight A.; for now at least these 
are just formal symbols, having nothing to do with exponentials (but see 
(23.40)). Elements of Z [ A] are expressions of the form L n;. e(A.), i.e., they assign 
an integer n;. to each weight A., with all but a finite number being zero. So Z[A] 
is a natural carrier for the information about multiplicities of representations. 
Define a character homomorphism 

Char: R(g) -+ Z[A] (23.23) 

by the formula Char[V] = L dim(V;.)e(A.), where V;. is the weight space of V 
for the weight A. and dim(V;.) its multiplicity. This is clearly an additive 
homomorphism. 

The first assertion about this character map is that it is injective. This comes 
down to the fact that a representation is determined by the multiplicities of 
its weight spaces, which is something we saw in Lecture 14. 

The product in the group ring Z[A] is determined by e(a)· e(f3) = e(a + 13). 
We claim next that Char is a ring homomorphism. This comes from the familiar 
fact that 

(V® W);. = EB ~® w". 
,,+.=;. 

The Weyl group \!Baets on Z[A], and a third simple claim is that the image 
of Char is contained in the ring of invariants Z [A] !ID. This comes down to the 
fact that, for an irreducible (and hence for any) representation V, the weight 
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spaces obtained by reflecting in walls of the Weyl chambers all have the same 
dimension. 

Let WI' .. . , Wn be a set of fundamental weights; as we have seen, these are 
the first weights along edges of a Weyl chamber, and they are free generators 
for the lattice A. Let r l , ... , rn be the classes in R(g) of the irreducible 
representations with highest weights WI' . . . , Wn . 

Theorem 23.24. (a) The representation ring R(g) is a polynomial ring on the 
variables r l , ... , rn. 

(b) The homomorphism R(g) ~ l[A]nI is an isomorphism. 

In particular, this says that l[A]nI is a polynomial ring on the variables 
Char(rl ), ... , Char(r.). In fact, the theorem is equivalent to this assertion, 
since if we take variables VI' ... , Vn and map the polynomial ring on the Vi 
to R(g) by sending Vi to r i , we have 

l[V" ... , V.] ~ R(g) ~ l[A]nI. 

If the composite is an isomorphism, the second being injective, both must be 
isomorphisms, which is what the theorem says. 

In spite of its fancy appearance, we will see that the theorem follows quite 
easily from what we know about the action of the Weyl group !ill on the 
weights. 

For any P E lEA] let us say that (X is a highest weight for P if the coefficient 
of e«(X) in P is nonzero, and, with a chosen ordering of weights as before, (X is 
the largest such weight. We first observe that if P is invariant under !ill, then 
the highest weight for P is in 11' n A, where 11' is our chosen (closed) Weyl 
chamber. In general, weights in 11' n A are often referred to as dominant 
weights. 

Now suppose {p . .} is any collection of elements in l[A]nI, one for each 
dominant weight 2, such that P). has highest weight 2 and the coefficient of 
e(2) is 1. We claim that the P). form an additive basis for l[A]nI over l. This 
is easy to see and is the same argument used in the theory of symmetric 
polynomials in any algebra text: given P with highest weight 2, ifthe coefficient 
of e(2) is m, then P - mP). is invariant whose highest weight is lower, and one 
continues inductively until one reaches weight zero, i.e., the constants. 

Let Pi = Char(rJ, which has highest weight Wi' and suppose the coefficient 
of e(wi ) is 1. Since any weight 2 E 11' n A can be uniquely expressed in the 
form 2 = L miwi, for some non-negative integers mi , and the highest weight 
of n (PJm, is L miwi, it follows that the monomials n (Pit' in PI' ... , Pn form 
an additive basis for l[A]nI. This says precisely that l[PI , . .. , Pn ] = l[A]nI, 
and completes the proof. 0 

Let us work this out concretely for each of our cases sIn+! C, sPnC, S02n+1 C, 
and s02nC. Each lattice A contains weights we have called L" ... , Ln; in the 
first case we also have Ln+1 with LI + . .. + Ln+! = O. We set 
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Xj = e(LJ, (23.25) 

Note that in case L l , ..• , L. is a basis for A, then 

Z[A] = Z[x l , . . . , x., xli, ... , X,; 1 ] = Z[x l , ... , x., (Xl· ... · x.f l] 

as a subring of the field Q (x l' ... , x.). 
(A.) For 51.+1C, fundamental weights are 

L l , L1 + L2, L1 + L2 + L 3 , ..• , L1 + ... + L., 

corresponding to the irreducible representations V, N V, ... , N V, with 
V = C·+1 the standard representation. The character of N V is L e((X), the sum 
over all (X that are sums of k different LJor 1 ::;; i ::;; n + 1. So Char(N V) = Ak , 

where Ak is the kth elementary symmetric function of Xl' ... , X.+ l . The Weyl 
group is the symmetric group 6.+1, acting by permutation on the indices, so 
the theorem in this case says that 

(23.26) 

Note that Z[A] = Z[xl , ... • x •• x.+1]/(Xl ..... X.+ I - 1). so Z[A] has an 
additive basis consisting of all monomials x«. with (X an n-tuple of non-negative 
integers, but with not all (Xi positive. 

(Cn) For 5P2.C, the lattice A and fundamental weights have the same 
description as in the preceding case. The corresponding irreducible represen
tations are the kernels V(k) of the contraction maps Nv -+ N-2v, with now 
V = C 2• the standard representation, k = 1 •...• n. The character of Nv is 
Le((X). the sum over all (X that are sums of k different ±Lj for 1 ::;; i ::;; n. The 
character Char(NV) is thus the elementary symmetric polynomial Ck in the 
variables Xl' Xli, X2' Xll • ... , x., X';l. The theorem then says that 

= Z[C1, C2 , C3 • ••• , Cnl 
(23.27) 

(Bn) For 502n+1 C. A is spanned by the Li together with t(L l + ... + L.). 
The fundamental representations are V, N V, ... , N-l V, and the spin 
representation S. The character of Nv is the kth elementary symmetric 
function of the 2n + 1 elements Xl' xil • . .. , Xn , X,; I , and 1; denote this by Bk• 

The character of S. which we denote by B, is the sum L X r 1/2 ..... x; 1/2, where 

Xil/2 = e(LJ2), X;1/2 = e( - LJ2). (23.28) 

So B is the nth elementary symmetric polynomial in the variables xil/2 + X;1/2. 

Therefore. 

(23.29) 

(D.) For 502.C, A and Z[A] are the same as in the preceding case. 
The fundamental representations are V, N V, . . . , N- 2 V, and the half-spin 
representations S+ and S-. The character of Nv, denoted Dk , is the kth 
elementary symmetric function of the 2n elements Xl' XI1, ...• X., X;;-l. The 
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character D± of S± is the sum I Xf1/2 ..... X;1/2, where the number of plus 
signs is even or odd according to the sign. We have 

Exercise 23.31 *. (a) Prove the following relation in R(So2n+l C): 

B2 = Bn + ... + Bl + 1, 

corresponding to the isomorphism 

S ® S ~ NVEB ... Efj NVEfj Nv. 

(23.30) 

This describes R(S02n+1 C) as a quadratic extension of the ring Z [B1, .•. , Bnl 
(b) Let D: (respectively, Dn-) be the character of the representation whose 

highest weight is twice that of D+ (resp., D-), so that, for example, the sum of 
the representations D: and D;; is NV. Prove the relations in R(S02nC): 

D+ . D+ = D: + Dn- 2 + Dn- 4 + "', 
D- . D- = Dn- + Dn- 2 + Dn - 4 + "', 
D+ . D- = Dn- 1 + Dn- 3 + Dn- s + .. , . 

We can likewise describe the representation ring for 92' Here, we may take 
as generators for the weight lattice the weights Ll and L2 as pictured in the 
diagram 

and correspondingly write Z[A] as Z[Xl' x1\ X2' X21], where Xi = e(LJ It 
will be a little more symmetric to introduce L3 = - Ll - L2 as pictured and 
X3 = x11 . X2 l = e(L3)' and write 

Z[A] = Z[Xl' X2' X3]/(XlX2X3 - 1). 
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In these terms the Weyl group is the group W generated by the symmetric 
group 6 3 permuting the variables Xi and the involution sending each Xi to xil . 
The standard representation has weights ± L j and 0, and so has character 

A = A(Xl' X2' x 3) = 1 + Xl + xl l + X2 + Xl l + X3 + Xil. 

Similarly, the adjoint representation has weights ± Li, ± (Li - L), and 0 
(taken twice); its character is 

B = A(Xl' X2, x 3) + A(xdx2' X2 /X3, x3/xd. 

The theorem thus implies in this case the equality 

R(g2) = Z[A]'ID = Z[A, B]. (23.32) 

Exercise 23.33. Verify directly the statement that any element ofZ[xl' X2' X3]/ 
(Xl X2X3 - 1) invariant under the group W as described is in fact a polynomial 
in A and B. 

Similarly we can define the representation ring R( G) of a semisimple group 
G. When G is the simply-connected form of its Lie algebra g, R(G) = R(g), 
so R(SLnC), R(SP2nC), R(Spin2n+l C), and R(Spin2nC) are given by (23.26), 
(23.27), (23.29), and (23.30). In general, R(G) is a subring of R(g); we can read 
off which subring by looking at Proposition 23.13. We have, in fact, 

R(S02n+1 C) = Z[Bl' ... , BnJ; 

R(S02nC) = Z[Dl' ... , Dn- l , D;;, D;], 

(23.34) 

(23.35) 

with D;; and D; as in Exercise 23.31. But this time there is one relation: 

(D;; + Dn- 2 + Dn- 4 + ... + I)(D; + Dn- 2 + Dn- 4 + ... + 1) 

= (Dn- l + Dn - 3 + ... + )2. 

Exercise 23.36*. 

(a) Prove (23.34). 
(b) Show that the relation in (23.35) comes from Exercise 23.31 (b). Show that 

R(S02nC) is the polynomial ring in the n + 1 generators shown, modulo 
the ideal generated by the one polynomial indicated. 

(c) Describe the representation rings for the other groups with these simple 
Lie algebras. 

(d) Prove the isomorphism 

R(GLnC) = Z[El' ... , En, E;l], 

where the Ek are the elementary symmetric functions of Xl' ... , X n• 

Exercise 23.37*. (a) Show that the image of R(OmC) in R(SOmC) is the poly
nomial ring Z[Bl' . .. , Bn] ifm = 2n + 1, and Z[Dl' . .. , Dn] ifm = 2n. 
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(b) Show that 

R(02n+l C) = R(S02n+l C) ® R(7l./2) 

= 7l.[Bl' ... , Bn, B2n+l]/«B2n+l)2 - 1) 

and 

R(02nC) = 7l.[D1 ,· · ·, Dn, D2n ]/I, 

where I is the ideal generated by (D2n)2 - 1 and DnD2n - Dn. 

Exercise 23.38*. The mapping that takes a representation V to its dual V* 
induces an involution ofthe representation ring: [V]* = [V*]. The ring 7l.[A] 
has an involution determined by (e(A))* = e( -A). Show that the character 
homomorphism commutes with these involutions. Show that for sIn+l' 

(Ak)* = An+1- k ; for S02n+l C, and SP2nC, and S02nC for n even, the involution is 
the identity; while for S02nC with n odd, (Dk )* = Dk , (D+)* = D-, (D-)* = D+. 
Deduce that all representations of all symplectic and orthogonal groups are 
self-dual. Note that when * is the identity, all representations are self-dual. In 
the other cases, compute the duals of irreducible representations with given 
highest weight. 

The following exercise deals with a special property of the representation 
rings of semisimple Lie groups and algebras. 

Exercise 23..39*. The representation rings R = R(g) and R(G) have another 
important structure: they are A-rings. There are operators 

Ai: R(G) -+ R(G), i = 0, 1,2, . .. , 

determined by Ai([V]) = [NV] for any representation V. 
(a) Show that this determines well-defined maps, satisfying A 0 = 1, A 1 = Id, 

and 

Ai(X + y) = L Ai(X)·Aj(y) 
i+j;k 

for any x and y in R. In fact, R is what is called a special A-ring: there are 
formulas for A i(X· y) and A i(Aj(X)), valid as if x and y could be written as sums 
of one-dimensional representations (see, e.g., [A-T]). 

(b) Show that A i extends to 7l. [A], and use this to verify that R( G) is a special 
A-ring. 

Define Adams operators I/Ik: R -+ R by I/Ik(x) = Pk(A1 x, ... , A nx), where Pk is 
the expression for the kth power sum (cf. Exercise A.32) in terms of the 
elementary symmetric functions, n ~ k. Equivalently, 

I/Ik(x) _l/Ik-l(X)A1(X) + .. . + (_1)kkAk(X) = o. 

(c) Show that, regarding R as the ring of functions on the group G, 
(I/Ikx)(g) = X(gk). Equivalently, I/I k(e(..1.)) = e(kAo). 
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(d) Show that each tjlk is a ring homomorphism, and tjlk 0 tjI' = tjlHI. 
(e) Show that for a representation V, 

Char(Sym2V) = t Char(V)2 + ttjl2(Char(V)), 

Char(NV) = t Char(V)2 - ttjl2(Char(V». 
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Show that Char(SymdV) and Char(NV) can be written as polynomials in 
tjlk(Char(V», 1 :::;; k :::;; d. 

Formal Characters and Actual Characters 

Let G be a Lie group with Lie algebra g. For any representation V of g, the 
image of [V] E R(g) in Z[A] is called the Jormal character of V. As it turns 
out, this formal character can be identified with the honest character of the 
corresponding representation of the group G, restricted to the Cartan sub
group H: 

(23.40) IJChar(V) = L m"e(a) is the Jormal character, and exp(X) is an element 
oj H, then the trace oj exp(X) on V is L m"e"(X). 

This is simply because exp(X) acts on the weight space J-;, by multiplication 
by e/.l(X), as we have seen. In particular, a representation is determined by the 
character of its restriction to a Cartan subgroup. 

Another common notation for this is to set e(X) = exp(2niX), and 
e(z) = exp(2niz). Then the trace of e(X) is Lm"e(a(X». 

Exercise 23.41. As a function on H, the character of a representation is 
invariant under the Weyl group m = N(H)/H. Describe R(G) as a ring of 
m-invariant functions on H . 

This is also compatible with our descriptions of elements of Z[A]W as 
Laurent polynomials in variables Xj or XF2. For SLn+1 C, for example, if the 
character Char(W) of a representation W is P(x 1 , ••. , xn+d, the trace of the 
matrix diag(z 1, ... , Zn+l) on V is P(Z l' ... , Zn+l). Similarly for the other groups, 
using the diagonal matrices described in the first section of this lecture. For 
the spin groups, the element w(z l' ... , zn) defined in (23.8) has trace given 
by substituting Zj for xt/z, and zi1 for xi1/z in the corresponding Laurent 
polynomial. 

Exercise 23.42*. If g1 and g2 are two semisimple Lie algebras, show that 

R(g1 x gz) = R(g1) ® R(gz)· 

Exercise 23.43*. (a) For the natural inclusion sInC c SIn+l C, restriction of 
representations gives a homomorphism R(sIn+l C) -+ R(sInC)' which can be 
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described by saying what happens to the polynomial generators. Since 
N(Cn $ C) = N(Cn ) $ N-l(Cn), this is 

Ai 1-+ At + Ai-I· 

Give the analogous descriptions for the following inclusions: 

slnC c SP2nC, slnC c S02n+l C, slnC c S02nC; 

SP2nC C sl2nC, s02n+! C C SI2n+I C, S02nC C sl2nC. 

(b) The inclusion slnC x slmC c sln+mC determines a restriction homo
morphism R(sIn+mC) ~ R(sInC x sImC) = R(s(nC) ® R(sImC), which takes 
polynomial generators Ai to Ai ® 1 + At- I ® Ai + .. . + 1 ® At. Compute 
analogously for 

Which of these inclusions correspond to removing nodes from the Dynkin 
diagrams? 

Exercise 23.44. Compute the isomorphisms of representation rings corre
sponding to the isomorphisms S(2C ~ S03C, sOsC ~ SP4C, and sI4C ~ S06C. 

§23.3. Homogeneous Spaces 

In this section we will introduce and describe the compact homogeneous 
spaces associated to the classical groups. As we will see, these are classified 
neatly in terms of Dynkin diagrams, and are, in tum, closely related to the 
representation theory of the groups acting on them. Unfortunately, we are 
unable to give here more than the barest outline of this beautiful subject; but 
we will at least try to say what the principal objects are, and what connections 
among them exist. In particular, we give at the end of the section a diagram 
(23.58) depicting these objects and correspondences to which the reader can 
refer while reading this section. 

We begin by introducing the notion of Borel subalgebras and Borel sub
groups. Recall first that a choice of Cartan subalgebra l) in a semisimple Lie 
algebra 9 determines, as we have seen, a decomposition 9 = l) Ee EBaER ga. To 
each choice of ordering of the root system R = R+ U R-, we can associate a 
subalgebra 

called a Borel subalgebra. Note that b is solvable, since §)b c EB ga' 
§)2b C EB g.+/I' etc. In fact, b is a maximal solvable subalgebra (Exercise 
14.35). 



§23.3. Homogeneous Spaces 383 

If G is a Lie group with semisimple Lie algebra g, the connected subgroup 
B of G with Lie algebra b is called a Borel subgroup. 

Claim 23.45. B is a closed subgroup of G, and the quotient G/B is compact. 

PROOF. Consider the adjoint representation of G on g. The action ofthe Borel 
subalgebra b obviously preserves the subspace beg, and, in fact, b is just the 
inverse image of the subalgebra of gl(g) preserving this subspace: if X = LXII. 
is any element of g with XII. E gil. and XII. #- 0 for some ex E R -, we could find an 
element H of~ c b with ad(X)(H) ¢ b-any H not in the annihilator of ex E ~* 

would do. B is thus (the connected component of the identity in) the inverse 
image in G of the subgroup ofGL(g) carrying b into itself. It follows that B is 
closed; and the quotient G/B is contained in a Grassmannian and hence 
compact. (Alternatively, we could consider the action of G on the projective 
space I?(!\m g), where m is the number of positive roots, and observe that B is 
the stabilizer of the point corresponding to the exterior product of the positive 
root spaces.) 

In fact, in the case of the classical groups, it is easy to describe the Borel 
subgroups and the corresponding quotients. 

For G = SLn+1 C, B is the group of all upper-triangular matrices in G, i.e., 
those automorphisms preserving the standard flag. It follows that G/B is the 
usual (complete) flag manifold, i.e., the variety of all flags 

G/B = {O c VI C ... c v" c en+!} 

of subspaces with dim(v,.) = r. 
For G = S02n+! C the orthogonal group of automorphisms of c2n+! pre

serving a quadratic form Q, B is the subgroup of automorphisms which 
preserve a fixed flag VI c ... c v" of isotropic subspaces with dim(v,.) = r. 

All such flags being conjugate, G/B is the variety of all such flags, i.e., 

G/B = {O c VI c · ·· c v" C C2n+!: Q(v", v,,) '= OJ. 

Note that B automatically preserves the flag of orthogonal subspaces, so that 
we could also characterize G/B as the space of complete flags equal to their 
orthogonal complements, i.e., 

G/B = {VI c .,. C V2n C C211+!: Q(V;, V2n+!-i) = OJ. 

The same holds for SP2I1C: the Borel subgroups Be SP2nC are just the 
subgroups preserving a half-flag of isotropic subspaces, or equivalently a full 
flag of pairwise complementary subspaces; and the quotient G/B is corre
spondingly the variety of all such flags. 

For G = S02nC, B fixes an isotropic flag VI c ... C v,,-I, and 

G/B = {O c VI C ... C Vn- I C c2n: Q(v,,-I, v,,-d = OJ. 

Exercise 23.46. With our choice of basis {ei}' let v,. be the subspace spanned 
by the first r basic vectors. If B is defined to be the subgroup that preserves 
v,. for 1 :$ r :$ n, verify that the Lie algebra of B is spanned by the Cartan 
subalgebra and the positive root spaces described in Lectures 17 and 19. 
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We now want to consider more general quotients of a semisimple complex 
group G. To begin with, we say that a (closed, complex analytic, and con
nected 1) subgroup P of G is parabolic if the quotient G / P can be realized as 
the orbit of the action of G on IP( V) for some representation V of G. In 
particular, G / P is a projective algebraic variety. It follows from the proof of 
Claim 23.45 that any Borel subgroup B of G is parabolic. The following two 
claims characterize parabolic subgroups as those containing a Borel sub
group, i.e., the Borel subgroups are exactly the minimal parabolic subgroups. 

Claim 23.47. If B is a Borel subgroup and P a parabolic subgroup of G, then 
there is an x E G with 

Oaim 23.48. If a subgroup P of G contains a Borel subgroup B, then P is 
parabolic. 

The first claim is deduced from a version of Borel's fixed point theorem: if 
B is a connected solvable group, V a representation of B and X C IP V a 
projective variety carried into itself under the action of B on IP V, then B 
must have a fixed point on X. This is straightforward: we observe (by Lie's 
theorem (9.11)) that the action of the solvable group B on V must preserve a 
flag of subspaces 

OcV1C· ·· Cv,,=V 

with dim(l';) = i. We can thus find a subspace J.-i C V fixed by B such that X 
intersects IP J.-i in a finite collection of points, which must then be fixed points 
for the action of B on X. As for Claim 23.48 we will soon see directly how 
G / P is a projective variety whenever P is a subgroup containing B. 

We can now completely classify the parabolic subgroups of a simple group, 
up to conjugacy. By the above, we may assume that P contains a Borel 
subgroup B. Correspondingly, its Lie algebra p is a subspace of g containing 
b and invariant under the action of Bon g; i.e., it is a direct sum 

for some subset T of R that contains all positive roots. Now, in order for p to 
be a subalgebra of g, the subset T must be closed under addition (that is, if 
two roots are in T, then either their sum is in T or is not a root). Since, in 
addition, T contains all the positive roots, we may observe that if Gt, P, and y 
are positive roots with (X = P + y, then we must have 

- (X E T => - PET and - YET 

1 It is a general fact that P must be connected if G / P is a projective variety. 
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Clearly, any such subset T must be generated by R+ together with the 
negatives of a subset L of the set of simple roots. Thus, if for each subset L 
of the set of simple roots we let T(L) consist of all roots which can be written 
as sums of negatives of the roots in L, together with all positive roots, and 
form the subalgebra 

p(L) = ~ $ EB 9." (23.49) 
aeT(I:) 

then p(L) is a parabolic subalgebra, the corresponding Lie group P(L) is a 
parabolic subgroup containing B, and we obtain in this way all the parabolic 
subgroups of G. We can express this as the observation that, up to conjugacy, 
parabolic subgroups of the simple group G are in one-to-one correspondence 
with subsets of the nodes of the Dynkin diagram, i.e., with subsets of the set of 
simple roots. 

Examples. In the case of sI3 C, there is a symmetry in the Dynkin diagram, so 
that there is only one parabolic subgroup other than the Borel, corresponding 
to the diagram 

o • 

This, in turn, gives the subset of the root system 

corresponding to the subgroup 

and the homogeneous space 

GIP = p2. 

In the case of sp 4 C, there are two subdiagrams of the Dynkin diagram: 

• < () and (O)==:1<~::::e • 
these correspond to the subsets of the root system 
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and 

(Here we are using a black dot to indicate an omitted simple root, a white dot 
to indicate an included one.) The corresponding subgroups of SP4 C are those 
preserving the vector e1 , and preserving the subspace spanned by e1 and e2 , 

respectively. The quotients GjB are thus the variety of one-dimensional iso
tropic subspaces (i.e., the variety 1P3 of all the one-dimensional spaces) and 
the variety of two-dimensional isotropic subspaces. 

Exercise 23.50. Interpret the diagrams above as giving rise to parabolic 
subgroups of the group SOs C of automorphisms of C s preserving a symmetric 
bilinear form. Show that the corresponding homogeneous spaces are the 
variety of isotropic planes and lines in CS, respectively. In particular, deduce 
the classical algebraic geometry facts that: 

(i) The variety of isotropic 2-planes for a nondegenerate skew-symmetric 
bilinear form on C4 is isomorphic to a quadric hypersurface in 1P4. 

(ii) The variety of isotropic 2-planes for a nondegenerate symmetric bilinear 
form on C S (equivalently, lines on a smooth quadric hypersurface in 1P4) 
is isomorphic to 1P3. 

In general, it is not hard to see that any parabolic subgroup P in a classical 
group G may be described as the subgroup that preserves a partial flag in 
the standard representation. In particular, a maximal parabolic subgroup, 
corresponding to omitting one node of the Dynkin diagram, may be described 
as the subgroup of G preserving a single subspace. Thus, for G = SLmC, the 
kth node of the Dynkin diagram 

corresponds to the Grassmannian G(k, m) of k-dimensional subspaces of cm. 
(Note that the symmetry of the diagram reflects the isomorphism of the 
Grassmannians G(k, m) and G(m - k, m).) 

For SP2nC, the kth node of the Dynkin diagram 
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corresponds to the Lagrangian Grassmannian of isotropic k-planes, for k = 1, 
2, ... , n. Similarly, for G = S02n+1 C, the kth node of the Dynkin diagram 
corresponds to the orthogonal Grassmannian of isotropic k-planes in c2n+1 . 
Finally, for S02n C,for k = 1,2, ... , n - 2 the kth nodeofthe Dynkin diagram 

yields the orthogonal Grassmannian of isotropic k-planes in C2n, but there is 
one anomaly: either of the last two nodes 

gives one of the two connected components of the Grassmannian of isotropic 
n-planes. 

Exercise 23.51*. Compute p(I:) directly for each of the classical groups, and 
verify the above statements. Why is the orthogonal Grassmannian of isotropic 
(n - I)-planes in Un not included on the list? 

As we saw already in Exercise 23.50, the low-dimensional coincidences 
between Dynkin diagrams can be used to recover some facts we have seen 
before. For example, the coincidence (D2) = (Ad x (AI) identifies the two 
family of lines on a quadratic surface in p3 with two copies of pl. The 
coincidence (A3) = (D3) 

< 
gives rise to two identifications of marked diagrams: we have 

< 
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corresponding to the isomorphism between the Grassmann varieties 
p 3 = G(l, 4), p3 = G(3, 4) and the two components of the family of 2-planes 
on a quadric hypersurface Q in pS; and 

o • 0 

corresponding to the isomorphism of the Grassmannian G(2, 4) with the 
quadric hypersurface Q itself. Finally, an observation that is not quite so 
elementary, but which we saw in §20.3: the identification of the diagrams 

says that either connected component of the variety of 3-planes on a smooth 
quadric hypersurface Q in p7 is isomorphic to the quadric Q itself. 

There is another way to realize the compact homogeneous spaces associated 
to a simple group G. Let V = rA be an irreducible representation of G with 
highest weight A., and consider the action of G on the projective space P V. Let 
p E PV be the point corresponding to the eigenspace with eigenvalue A.. We 
have then 

Claim 23.52. The orbit G . p is the unique closed orbit of the action of G on P V. 

PROOF. The point p is fixed under the Borel subgroup B, so that the stabilizer 
of p is a parabolic subgroup PA; the orbit G/PA is thus compact and hence 
closed. Conversely, by the Borel fixed point theorem, any closed orbit of G 
contains a fixed point for the action of B; but p is the unique point in P V fixed 
byB. 0 

In fact, it is not hard to say which parabolic subgroup PA is, in terms of the 
classification above: it is the parabolic subgroup corresponding to the subset of 
simple roots that are perpendicular to the weight A.. Now, sets l: of simple 
roots correspond to faces of the Weyl chamber, namely, the face that is the 
intersection of all hyperplanes perpendicular to all roots in l:. 

We thus have a correspondence between faces of the Weyl chamber and 
parabolic subgroups P, such that if V = r A is the irreducible representation 
with highest weight A., then the unique closed orbit of the action of G on PV 
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is of the form GjP, where P is the parabolic subgroup corresponding to the 
open face of 11' containing 1. In particular, weights in the interior of the Weyl 
chamber correspond to p;. = B, and so determine the full flag manifold GjB, 
whereas weights on the edges give rise to the quotients of G by maximal 
parabolics. Note that we do obtain in this way all compact homogeneous 
spaces for G. 

For example, we have the representations of SL3 1C: as we have seen, the 
representations SymkV and SymkV*, with highest weights on the boundaries 
ofthe Weyl chamber, have closed orbits {vk}vev and W}lev., isomorphic to 
I?Vand I?V*. By contrast, the adjoint representation-the complement of 
the trivial representation in Hom(V, V) = V ® V*-has as closed orbit the 
variety of traceless rank 1 homomorphisms, which is isomorphic to the flag 
manifold via the map sending a homomorphism <p to the pair (1m <p, Ker <p). 
The picture is 

representations SymkV· 
have closed orbit II' 2 " 

• 

adjoint representation has 
closed orbit the flag manifold 

/ (= hyperplane section of 
/ IPV x IPV· c IP(V ®V.) = f8) 

__ 1 __ 

representations SymkV 
have closed orbit II' 2 

In general, if V is the standard representation of SLnlC, in the representa
tions of SLnlC of the form W = SymkV we saw that the vectors of the form 
{vk}vev formed a closed orbit in I?w, called the Veronese embedding of I?n-l. 
Likewise, in representations of the form W = Nv the decomposable vectors 
{v 1 1\ V2 1\ • •• 1\ Vk} formed a closed orbit in I? W; this is the Plucker embedd
ing of the Grassmannian. 

Similarly, we may identify the closed orbits in representations of SP41C. 
Recall here that the basic representations of SP41C are the standard represen
tation V ~ 1C4 and the complement W of the trivial representation in the 
exterior square j\2V; all other representations are contained in a tensor 
product of symmetric powers of these. Now, Sp41C acts transitively on I?V; 
the closed orbit is all of 1?3. In general, in I?(SymkV) the closed orbit is just 
the set of vectors {vk}ve V ~ 1?3. By contrast, the closed orbit in I?W is just the 
intersection of the hyperplane I?W c I?(N V) with the locus of decomposable 
vectors {v 1\ w}v,weV; this is the variety 
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x = {v " w: Q(v, w) = O} 

of isotropic 2-planes A c V for the skew form Q. 

representation W has 
closed orbit a quadric 

hypersurface in IPW 

• 

____ I ____ 

representations Sym~V 
have closed orbit IP 3 

For the group Spin2n +1 C, the closed orbit of the spin representation S is 
the orthogonal Grassmannian of n-dimensional isotropic subspaces of c2n+l . 
The corresponding subvariety 

G/P c:..1P(S) 

is a variety of dimension (n + 1 )n/2 in lPN, N = 2n - 1, called the spinor variety, 
or the variety of pure spinors. Similarly for Spin2nC, the two spin representa
tions S+ and S- give embeddings of the two components of the orthogonal 
Grassmannian of n-dimensional isotropic subspaces of C2n, one in \Pl(S+), one 
in IP(S-). These spinor varieties have dimension n(n - 1)/2 in projective spaces 
of dimension 2n- 1 - 1. 

Exercise 23.53. Show that the spinor variety for Spin2n-1 C is isomorphic to 
each ofthe spinor varieties for Spin2nC In fact they are projectively equivalent 
as subvarieties of projective space lPN, N = 2n- 1 - 1. 

It follows that, for m ~ 8, the spinor varieties for SpinmC are isomorphic 
to homogeneous spaces we have described by other means. The first new one 
is the lO-dimensional variety in IP IS , which comes from Spin9C or SpinlOC 

It is worth going back to interpret some of the "geometric plethysm" of 
earlier lectures (e.g., Exercises 11.36 and 13.24) in this light. 

Finally, we can describe (at least one of) the compact homogeneous spaces 
for the group G2 in this way. To begin with, G2 has two maximal parabolic 
subgroups, corresponding to the diagrams 

( ) « • and • « () 
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These are the groups whose Lie algebras are the parabolic subalgebras spanned 
by the Cart an subalgebra 1) c 9 together with the root spaces corresponding 
to the roots in the diagrams 

and 

In particular, each of these parabolic subgroups will have dimension 9, so 
that both the corresponding homogeneous spaces will be five-dimensional 
varieties. We can use this to identify one of these spaces: if V is the standard 
seven-dimensional representation of G2 , the closed orbit in JPV ~ JP6 will be 
a hypersurface, which (since it is homogeneous) can only be a quadric hyper
surface. Thus, the homogeneous space for G2 corresponding to the diagram 

• « () 
is a quadric hypersurface in JP6. In particular, we see again that the action of 
G2 on V preserves a nondegenerate bilinear form, i.e., we have an inclusion 

G2 c.. S07C. 

The other homogeneous space Y of 92 is less readily described. One way 
to describe it is to use the fact that the adjoint representation W of 92 is 



392 23. Complex Lie Groups; Characters 

contained in the exterior square Nv of the standard. Since the Grassmannian 
G (1, 7) c IP'(N V) oflines in IP'V is closed and invariant in IP'(N V), it follows 
that Y is contained in the intersection of G with the subspace P W c 1P'(1\2 V). 
In other words, in terms of the skew-symmetric trilinear form w on V preserved 
by the action of G2 , we can say that Y is contained in the locus 

1: = {A c V: w(A, A,') == O} c G(2, V). 

Problem 23.54. Is Y = ~? 

Exercise 23.55. Show that the representation of E6 whose highest weight is 
the first fundamental weight Wi determines a 16-dimensional homogeneous 
space in 1P'26. 

These homogeneous spaces have an amazing way of showing up as extremal 
examples of subvarieties of projective spaces, starting with a discovery of 
Severi that the Veronese surface in p 5 is the only surface in p5 (nonsingular 
and not contained in a hyperplane) whose chords do not fill up iP'5. For recent 
work along these lines, see [L-V dVJ, with its appendix by Zak on interesting 
projective varieties that arise from representation theory. 

Although we have described homogeneous spaces only for semisimple Lie 
groups, this is no real loss of generality: any irreducible representation V of a 
Lie group G comes from a representation of its semisimple quotient, up to 
multiplying by a character (see Proposition 9.17), and this character does not 
change the orbits in IP'(V). 

It is possible to take this whole correspondence one step further and 
use it to give a construction of the irreducible representations of G; this is 
the modern approach to constructing the irreducible representations, due 
primarily to Borel, Weil, Bott, and, in a more general setting, Schmid. We do 
not have the means to do this in detail in the present circumstances, but we 
will sketch the construction. 

The idea is very straightforward. We have just seen that for every irreduc
ible representation V of G there is a unique closed orbit X = G j P of the action 
of G on iP'V. We obtain in this way from Va projective variety X together with 
a line bundle L on X invariant under the action of G (the restriction of the 
universal bundle from IP'V). In fact, we may recover V from this data simply 
as the vector space of holomorphic sections of the line bundle L on X. What 
ties this all together is the fact that this gives us a one-to-one correspondence 
between irreducible representations of G and ample (positive) line bundles on 
compact homogeneous spaces Gj P. More generally, using the projection maps 
GjB -+ GjP, we may pull back all these line bundles to line bundles on GIB. 
This then extends to give an isomorphism between the weight lattice of 9 and 
the group of line bundles on GIB, with the wonderful property that for 
dominant weights A., the space of holomorphic sections of the associated line 
bundle LA is the irreducible representation of G with highest weight A.. 
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The point of all this, apart from its intrinsic beauty, is that we can go 
backward: starting with just the group G, we can construct the homogeneous 
space G/B, and then realize all the irreducible representations of G as co
homology groups ofline bundles on G/B. To carry this out, start with a weight 
A. E ~. for g. We have seen that A. exponentiates to a homomorphism H ..... C·, 
i.e., it gives a one-dimensional representation C.t of H. We want to induce this 
representation from H to G. If H c BeG is a Borel subgroup, the representa
tion extends trivially to B, since B is a semidirect product of H and the 
nilpotent subgroup N whose Lie algebra is the direct sum of those ga for 
positive roots ct. Then we can form 

L.t=GxBC.t 

= (G x C.t)/{(g, v) '" (gx, x-1v), x E B}, 

which, with its natural projection to G/B, is a holomorphic line bundle on the 
projective variety G I B. The cohomology groups of such a line bundle are finite 
dimensional, and since G acts on L.t, these cohomology groups are representa
tions of G. 

We have Bott's theorem for the vanishing of the cohomology of this line 
bundle: 

Claim 23.56. Hi(G/B, LA.} = 0 for i # i(A.), 

where i(A.) is an integer depending on which Weyl chamber A. belongs to. If A. is 
a dominant weight (i.e., belongs to the closure of the positive Weyl chamber 
for the choice of positive roots used in defining B), then i( - A.) = O. In this case 
the sections HO(G/B, L_.t) are a finite-dimensional vector space, on which G 
acts. 

Claim 23.57. For A. a dominant weight, the space of sections HO(G/B, L_;.) is the 
irreducible representation with highest weight A.. 

In this context the Riemann-Roch theorem can be applied to give a for
mula for the dimension ofthe irreducible representation. In fact, the dimension 
part ofWeyl's character formula can be proved this way. More refined analy
sis, using the Woods Hole fixed point theorem, can be used to get the full char
acter formula (cf. [A-B]). For a very readable introduction to this, see [Bot]. 

We conclude this discussion by giving a diagram showing the relationships 
among the various objects associated to an irreducible representation of a semi
simple Lie algebra g. The objects and maps in diagram (23.58) are explained 
next. 

First of all, as we have indicated, the term "Grassmannians" means the 
ordinary Grassmannians in the case of the groups SLnC, and the Lagrangian 
Grassmannians and the orthogonal Grassmannians of isotropic subspaces in 
the cases of SP2nC and SOme, respectively. Likewise, "flag manifolds" refers 
to the spaces parametrizing nested sequences of such subspaces. In the cases 
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of the exceptional Lie algebras, the term "Grassmannian" should just be 
ignored; except for the quotient of G2 by one of its two maximal parabolic sub
groups, the homogeneous spaces for the exceptional groups are not varieties 
with which we are likely to be a priori familiar. 

With this said, we may describe the maps A, B, etc., as follows: 

A, A': the map A associates to a subset of the nodes of the Dynkin diagram 
(equivalently, a subset S of the set of simple roots) the face of the Weyl 
chamber described by 

ifS = {A.: (A., a) > 0, 'Va E S;}, 
(A., a) = 0, 'Va ¢ S 

where (, ) is the Killing form; the inverse is clear. 
B, B': the map B associates to a face ifS of the Weyl chamber the subalgebra 

9s spanned by the Cartan subalgebra~, the positive root spaces 9a' a E R+, 
and the root spaces 9-a corresponding to those positive roots a perpendic
ular to ifS. Equivalently, in terms of the corresponding subset S of the 
simple roots, 9s will be generated by the Borel subalgebra, together with 
the root spaces 9-a for a ¢ S. Again, since every parabolic subalgebra is 
conjugate to one of this form, the inverse map is clear. 

C, C: The map C simply associates to a parabolic subalgebra p c: 9 the 
quotient G/P of G by the corresponding parabolic subgroup Pc: G. In the 
other direction, given the homogeneous space X = G/P, with the action of 
G, the group P is just the stabilizer of a point in X. Note that the connected 
component of the identity in the automorphism group of G/P may be 
strictly larger: for example, p 2n-l is a compact homogeneous space for 
SP2nlC, and we have seen that a quadric hypersurface in p6 is a homoge
neous space for G2 . 

D, D': The map D associates to the irreducible representation V of 9 with 
highest weight A. the open face of the Weyl chamber containing A.. In 
the other direction, given an open face ifS of "11', choose a lattice point 
A. E ifS () Aw and take V = rA• 

E: We send the representation V to the subalgebra or subgroup fixing the 
highest weight vector v E V 

F, F': We associate to the representation V the (unique) closed orbit of the 
corresponding action ofthe group G on the projective space PV Going in 
the other direction, we have to choose an ample line bundle L on the space 
G/P, and then take its vector space of holomorphic sections. 

§23.4. Bruhat Decompositions 

We end this lecture with a brief introduction to the Bruhat decomposition of 
a semisimple complex Lie group G, and the related Bruhat cells in the flag 
manifold G / B. These ideas are not used in this course, but they appear so often 
elsewhere that it may be useful to describe them in the language we have 
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developed in this lecture. We will give the general statements, but verify them 
only for the classical groups. General proofs can be found in [Bor 1] or [Hu2]. 

As we have seen, a choice of positive roots determines a Borel subgroup B 
and Cartan subgroup H, with normalizer N(H), so N(H)/H is identified with 
the Weyl group W. For each WE W fix a representative nw in N(H). The 
double coset B· nw' B is clearly independent of choice of nw, and will be 
denoted B· W ' B. 

Theorem 23.59 (Bruhat Decomposition). The group G is a disjoint union of the 
IWI double cosets B· W' B, as W varies over the Weyl group. 

Let us first see this explicitly for G = SLmC. Here N(H) consists of all 
monomial matrices in SLmC, i.e., matrices with exactly one nonzero entry in 
each row and each column, and W = 6 m; a monomial matrix with nonzero 
entry in the O'(j)th row of the jth column maps to the permutation 0'. To see 
that the double cosets cover G, given 9 E G, use elementary row operations by 
left multiplication by elements in B to get an element b· g-l, with bE B chosen 
so that the total number of zeros appearing at the left in the rows in b· g-l is 
as large as possible. If two rows of b · g-l had the same number of zeros at the 
left, one could increase the total by an elementary row operation. Since all the 
rows of b· g-l start with different numbers of zeros, this matrix can be 
put in upper-triangular form by left multiplication by a monomial matrix; 
therefore, there is a permutation (f so that b' = na' b · g-l is upper triangular, 
i.e., 9 = (bTl. na' b is in B· (f' B. To see that the double cosets are disjoint, 
suppose na, = b'· na . b for some band b' in B. From the equation b = 
(nar 1 • (bTl. na, one sees that b must have nonzero entries in each place where 
(na)-l . na, does, from which it follows that 0" = 0'. 

In fact, this can be strengthened as follows. Let U (resp. U-) be the subgroup 
of G whose Lie algebra is the sum of all root spaces g", for all positive (resp. 
negative) roots ex. For G = SLmC, U (resp. U-) consists of upper- (resp.lower-) 
triangular matrices with l's on the diagonal. For W in the Weyl group, define 
subgroups 

U(W) = Un nw' u- · nwt, 

of U, which are again independent of the choice of representative nw for W. 

Corollary 23.60. Every element in B· W· B can be written U' nw' b for unique 
elements u in U(W) and bin B. 

To see the existence of such an expression, note first that the Lie algebra 
of U(W) is the sum of all root spaces 9", for which ex is positive and W- 1(ex) is 
negative; and the Lie algebra of U(W)' is the sum of all root spaces g", for 
which ex and W- 1(ex) are positive. One sees from this that U(W) · U(W)" His 
the entire Borel group B. Since H· nw = nw' Hand U(W)" nw = nw ' U, and 
Hand U are subgroups of B, 
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B'nw' B = U(W)· U(W)" H'nw ' B 

= U(W)'U(W)"nw' B 

= U(W)·nw·B. 

397 

To see the uniqueness, suppose that nw = U· nw' b for some U in U(W) and b 
in B. Then n;1 . U· nw is in U- fl B = {I}, so u = 1, as required. 

Note in particular that the dimension of U(W) is the cardinality of R+ fl 
W(R-), where R+ and R- are the positive and negative roots; this is also the 
minimum number I(W) of reflections in simple roots whose product is W, cf. 
Exercise 0.30. It is a general fact, which we will see for the classical groups, 
that U(W) is isomorphic to an affine space C'(W). 

It follows from the Bruhat decomposition that GIB is a disjoint union of 
the cosets Xw = B· nw' BIB,again with W varying over the Weyl group. These 
X ware called Bruhat cells. From the corollary we see that X w is isomorphic 
to the affine space U(W) ~ C'(W). 

For G = SLmC and u in m = 6 m , the group U(u) consists of matrices with 
1 's on the diagonal, and zero entry in the i, j place whenever either i > j or 
u-1(i) < u-1(j), which is an affine space of dimension l(u) = # {(i,j): i > j and 
u(i) < u(j)}. 

Exercise 23.61. Identifying SLmC/B with the space of all flags, show that X" 
consists of those flags 0 C VI C V2 C •.. such that the dimensions of inter
sections with the standard flag are governed by u, in the following sense: for 
each 1 ~ k ~ m, the set of k numbers d such that v,. fl Cd- 1 ~ v,. (l Cd is 
precisely the set {u(I), u(2), ... , u(k)}. 

We will verify the Bruhat decomposition for SP2nC by regarding it as a 
subgroup of SL2nC and using what we have just seen for SL2nC, following 
[Ste2]. Our description of SP2nC in Lecture 16 amounts to saying that it 
is the fixed point set of the automorphism qJ of SL2nC given by qJ(A) = 

M- 1 . tA -1. M, with M = ( ~In ~ ). The Borel subgroup of SP2nC will be the 

intersection of the Borel subgroup B of SL2n C with SP2n C, provided we change 
the order of the basis of C2n to e l' ••• , en, e2 ., ••• , e.+1 , SO that B consists of 
matrices whose upper left block is upper triangular, whose lower left block is 
zero, and whose lower right block is lower triangular. The automorphism qJ 
maps this B to itself, and also preserves the diagonal subgroup H and its 
normalizer N(H), and the groups U and U- . The Weyl group of SP2.C can 
be identified with the permutations in 6 2• such that u(n + i) = u(i) ± n for 
all 1 ~ i ~ n, and it is exactly for these u for which one can choose a monomial 
representative n" in SP2.C. Now if 9 is any element in SP2nC, write 9 = U · n,,' b 
according to the above corollary. Then 

9 = qJ(g) = qJ(u) ' qJ(n,,)' qJ(b), 
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and by uniqueness ofthe decomposition we must have q>(u) = u, q>(nO') = nO" h, 
hE H , and q>(b) = h- 1 . b. It follows that u belongs to the Weyl group ofSp2nC. 
This gives the Bruhat decomposition, and, moreover, a unique decomposition 
of 9 E SP2nC into U ' nO" b, with u in U(u) II Sp2nC. Since this latter is an affine 
space, this shows that the corresponding Bruhat cell in the symplectic flag 
manifold is an affine space. 

Exactly the same idea works for the orthogonal groups SOmC, by realizing 
them as fixed points of automorphisms ofSLmC ofthe form A 1-+ M-1 " A -1. M, 
with M the matrix giving the quadratic form. 

Note finally that if W' is the element in the Weyl group that takes each 
Weyl chamber to its negative, then B· W' . B is a dense open subset of G, a 
fact which is evident for the classical groups by the above discussion. The 
corresponding Bruhat cell X W ' is the image of U- in G / B, which is also a dense 
open set. It follows that a function or section of a line bundle on G/B is 
determined by its values on U-. For treatises developing representation 
theory via functions on U-, see [N-S] or [Zel]. 

The following exercise uses these ideas to sketch a proof of Claim 23.57 
that the sections of the bundle L _). on G/B form the irreducible representation 
with highest weight A.: 

Exercise 23.62*. (a) Show that sections s of L_A. are all of the form s(gB) = 
(g,J(g», where f is a holomorphic function on G satisfying 

f(g . x) = ..1.(x)f(g) for all x E B. 

(b) Let n' E N(H) be a representative of the element W' in the Weyl group 
which takes each element to its negative. Show that f is determined by its 
value at n'. 

(c) Show that any highest weight for f must be A, and conclude that 
HO(G/B, L_A.) is the irreducible representation rA. with highest weight A. 

The hoi om orphic functions f of this exercise are functions on the space 
GjU. In other words, all irreducible representations of G can be found in spaces 
offunctions on G/U. This is one common approach to the study of represent a
tions, especially by the Soviet school, cf. [N-S], [Zel]. 

Functions on G/U form a commutative ring, which indicates how to make 
the sum of all the irreducible representations into a commutative ring. In fact, 
for the classical groups, these rings are the algebras § ., § <. >, and §[.) con
structed in Lectures 15, 17, and 19, cf. [L-T]. They are also coordinate rings 
for natural embeddings of flag manifolds in products of projective spaces. 



LECTURE 24 

Weyl Character Formula 

This lecture is pretty straightforward: we simply state the Weyl character formula in 
§24.1, then show how it may be worked out in specific examples in §24.2. In particular, 
we derive in the case of the classical algebras formulas for the character of a given 
irreducible representation as a polynomial in the characters of certain basic ones (either 
the alternating or the symmetric powers of the standard representation for sl.C and 
their analogues for SP2.C and sOme). The proofs of the formula are deferred to the 
following two lectures. The techniques involved here are elementary, though the 
determinantal formulas are fairly complex, involving all the algebra of Appendix A. 

§24.1: The Weyl character formula 
§24.2: Applications to classical Lie algebras and groups 

§24.1. The Weyl Character Formula 

We have already seen the Weyl character formula in the case of sInC, and it 
is one reason why we were able to calculate so many more representations in 
that case. We saw in Lectures 6 and 15 that for the representation rA = SAcn 
of SLn C with highest weight A. = L A.iLi, the trace of the action of a diagonal 
matrix A E SLnC with entries Xl' ... , Xn is the symmetric function called the 
Schur polynomial S;.(x l , ... , xn). This included a formula for the multiplicities, 
which are the coefficients of the monomials in these variables. 

In order to extend this formula to the other Lie algebras, let us try to rewrite 
this Schur polynomial in a way that may generalize. The Schur polynomial is 
defined to be a quotient of two alternating polynomials: 

Ixi,+n-il 
S;.(xl,···,xn)= Ixj il . 
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These determinants can be expanded as usual as a sum over the symmetric 
group 6 n, which is the Weyl group~. Writing Xj = e(Lj) in Z[A] as in the 
preceding lecture, and writing (-1)w for sgn(W) = det(W) for W in the Weyl 
group, the numerator may be expanded in the form 

= L (_I)w e(W(A + p», 
We'Rl 

where we write A for ~AjLj and we set p = ~(n - i)Lj. Our formula therefore 
takes the form 

The denominator is the discriminant 

A(x 1 ,···, xn) = n (x j - Xj) = n (e(L;) - e(L). 
j<j j<j 

This can be written in terms of the positive roots L j - Lj , i < j, as 

A(Xl' ... , Xn) = n (e(t(Lj - Lj) - e( -t(Lj - Lj))). 
i<j 

Note also that 

p = ~(n - i)L j = Ll + (Ll + L 2 ) + ... + (Ll + ... + Ln-d 

1 
= 2 ~ (L j - L), 

which is the sum of the fundamental weights, and half the sum of the positive 
roots. 

These are the formulas that generalize to the other semisimple Lie algebras: 
For any weight p., define All E Z[A] by 

All = L (-1)w e(W(p.». (24.1) 
We'Rl 

Note that All is not invariant by the Weyl group, but is alternating: W(A,,) = 
(_l)W AI' for W E~. The ratio of two alternating polynomials will be 
invariant. 

Theorem 24.2 (Weyl Character Formula). Let p be half the sum of the positive 
roots. Then p is a weight, and Ap # O. The character of the irreducible repre
sentation r;. with highest weight A is 

(WCF) 
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The assertions about p are part of the following lemma and exercise, which 
will also be useful in the applications: 

Lemma 24.3. The denominator Ap of Weyl's formula is 

Ap = n (e(a/2) - e( -a/2)) 
aeR+ 

= e(p) n (1 - e( -a)) 
tlER+ 

= e( - p) n (e(a) - 1). 
lJeR+ 

PROOF. Since e(p) = e(I a/2) = n e(IX/2), the equality of the three displayed 
expressions is evident; denote these expressions temporarily by A. The key 
point is to see that A is alternating. For this, it suffices to see that A changes 
sign when a reflection in a hyperplane perpendicular to one of the simple roots 
is applied to it, since these reflections generate the Weyl group. This follows 
immediately from the first expression for A and (a) in Exercise 24.4 below. 

Now, by the second displayed expression, the highest weight term that 
appears in A is e(p), which is the same as that appearing in Ap. Calculating 
I /A formally as in (24.5) below, we see that Ap/A is a formal sum Lmlle(JL) 
that is invariant by the Weyl group, and, using part (c) of the following exercise, 
it has weight O. As in Theorem 23.24 it follows that Ap/ A is constant; and, since 
A and Ap have the same leading term e(p), we must have Ap = A. 0 

Exercise 24.4*. (a) If W = ~i is the reflection in the hyperplane perpendicular 
to a simple root ai' show that W(IX;) = -lXi' and W permutes the other positive 
roots. 

(b) With Was in (a), show that W(p) = p - IXi . Deduce that p is the ele
ment in ~* such that p(Ha,) = 2(p, ai)/(aj, a;) = 1 for each simple root ai. 
Equivalently, p is the sum of the fundamental weights. In particular, p is a 
weight. 

(c) For any W"# 1 in the Weyl group, show that p - W(p) is a sum of 
distinct positive roots. Deduce that W(p) is not in the closure of the positive 
Weyl chamber. 

Proofs of the character formula will be given in §25.2 and again in §26.2. 
For now we should at least verify that it is plausible, i.e., that AHP/Ap is in 
Z[A]ID and that the highest weight that occurs is A. Note that since the 
numerator and denominator are alternating, the ratio is invariant. The fact 
that Ap is not zero follows from the second expression in the preceding lemma. 
To see that the ratio is actually in Z[A], however, we must verify that it has 
only a finite number of nonzero coefficients. Write 
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1 00 

- = e( -p) n (1 - e( -oc)fl = e( -p) n L e( -M). (24.5) 
Ap OfER+ Of n=O 

When this is multiplied by A).+p = L( -l)We(W(A. + p», we get a formal sum 
where the highest weight that occurs is the weight A.. This means in particular 
that there are only a finite number of nonzero terms corresponding to weights 
in the fundamental (positive) Weyl chamber 11'. But since the ratio is invariant 
by the Weyl group, the same is true for all Weyl chambers, so AHp/Ap is in 
ilEA] m, and has highest weight A.. It follows in particular that the A).+p/ Ap, as 
A. varies over "III ('\ A, form an additive basis for il [A] m. 

Before considering the proof or any other special cases, we apply (WCF) to 
give a formula for the dimension of r;.: 

Corollary 24.6. The dimension of the irreducible representation f;. is 

d· f - n <A. + p, oc) _ n (A. + p, oc) 1m ;.- - , 
OfER+ <p, oc) OfER+ (p, oc) 

where <oc, P) = oc(Hp) = 2(oc, P)/(P, P) and ( , ) is the Killing form. 

PROOF. The dimension of f;. is obtained by adding the coefficients of all e(oc) 
in Char(f;.), i.e., computing the image of Char (f).) by the homomorphism from 
ilEA] to C which sends each e(oc) to 1. However, as in the case of the Schur 
polynomial, the denominator vanishes if we try to do this directly. To get 
around this, we factor this homomorphism through the ring of power series: 

'I' 
ileA] -+ C[[t]] -+ C, 

where the second homomorphism sets the variable t equal to zero, i.e., picks 
ofT the constant term of the power series, and the first homomorphism 'P takes 
e(oc) to e(P,Of)t. More generally, for any weight jJ. define a homomorphism 

'P/l: ileA] -C[[t]], 

We claim that 'PiA;.) = 'PiA/l) for all A. and jJ.. This is a simple consequence 
of the invariance of the metric ( , ) under the Weyl group: 

Therefore, 

'PiA).) = L ( -1)w e(/l, W().))t 

= L ( -1)w e(W-'(/l),;')t 

= L (_l)W e(W(/l),).)t 

= 'PiA!,), 

'P(A;.) = 'Pp(A;.) = 'P;.(Ap) 

= n (e()"Of)t/2 - e-()"Of)t/2) 
aeR+ 
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= ( f1 (.l., ex») t#(R+) + terms of higher degree in t. 
CleR+ 

Hence, 

'I'(AHP/Ap) = 'I'(AHp)fI'(Ap) 

f1 (.l. + p, ex) f ·· d . 
= f1 (p, ex) + terms 0 posItIve egree In t, 

which finishes the proof. o 

Exercise 24.7. In the case of sInC, verify that the above corollary gives the 
dimension we found in Lecture 6. 

Exercise 24.8. Verify directly that the right-hand side of the formula for the 
dimension is positive. 

Since X .. = AHp/Ap is the character of a virtual representation which 
takes on a positive value at the identity, as in the case of finite groups, to 
prove that it is the character of an irreducible representation, it suffices to 
show that fG X .. X .. = 1 for an appropriate compact group G. This was the 
original approach of Weyl, which we will describe in the last lecture. Since 
the highest weight appearing is .l., we will know then that this irreducible 
representation must be r ... 

Exercise 24.9. Use Corollary 24.6 to show that if .l. is a dominant weight 
(i.e., in the closure of the positive Weyl chamber), and co is a fundamental 
weight, then the dimension of rH ,., is greater than the dimension of r ... 
Conclude that the nontrivial representations of smallest dimension must be 
among the n representations r,., with co a fundamental weight. 

§24.2. Applications to Classical Lie Algebras 
and Groups 

In the case of the general linear group G Ln C, the character1 of the represen
tation r .. is the Schur polynomial 

I We use the representation of GL.C instead of its restriction to SL.C, since the latter would 
require the product of the variables Xi to be 1. 
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which has several expressions in terms of simpler symmetric functions. Note 
that the character of the dth symmetric power of the standard representa
tion is the dth complete symmetric polynomial Hd in n variables (Appendix 
A.l): 

The first "GiambeIIi" or determinantal formula (A.S) of Appendix A gives 
the character of the representation with highest weight A. = (,1.1 ~ ... ~ A., > 0) 
as an r x r determinant: 

(24.10) 

Equivalently, this expresses a general element r.l. E R(G) of the representation 
ring as a polynomial in the representations Symd(Cn). A second determinantal 
formula, from (A.6), expresses r.l. in terms of the basic representations N(Cn), 
whose characters are the elementary symmetric polynomials 

Ed = Char(N(Cn». 
This formula is, with J1. the conjugate partition to A., 

(24.11) 

In this section we work out the character formula for the other classical 
Lie algebras, including analogues of these determinantal formulas. The ana
logues of the first determinantal formula (24.10) were given by Weyl, but the 
analogues of(24.11) were found only recently ([D'H], [Ko-Te]). We also pay, 
at least by way of exercises, the debts to (WCF) that we owe from earlier 
lectures. 

The Symplectic Case 

The weights for SP2nC are integral linear combinations of L 1 , ••• , Ln. We often 
write J1. = (J1.1' ••• , J1.n) for the weight J1.1 Ll + .. . + J1.n Ln· 

The positive roots are {Li - LjL<j and {Li + LjLsj, from which we find 

P = 2: (n + 1 - i)Li = Ll + (Ll + L 2 ) + ... + (Ll + '" + Ln), (24.12) 

i.e., p = (n, n - 1, .. . ,1). 
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As we saw in Lecture 16, an element in the Weyl group can be written 
uniquely as a product 6U, where U is a permutation of {L" . .. , L,,}, and 
6 = (6" ... ,6,,), with 6j = ± 1. Hence 

All = L(-I)"L(-I)'e(t 6jJljLt1(j)); 
(I t ,=1 

(24.13) 

here the sign ( -1)' is the product of the 6j. Now with Xj = e(L;), this can be 
written 

" 
All = L (-1)" n (x:/i) - x;;cn 

a i=l 

or 

(24.14) 

where la j ) denotes the determinant of the n x n matrix (a j ). In particular, 

Ap = IXj,,-H' - Xj-(,,-H')I . (24.15) 

From (24.14) or Exercise A.52 we have 

Ap = Ll(x, + xl', .. . , x" + x;')·(x, - xl') · ... ·(x" - x;'), (24.16) 

where Ll is the discriminant. 

Exercise 24.17. Show that 

Ap = n (Xj - xj)(xjxj - 1)· n (xr - 1)/(x, ..... x,,)". 
i<j i 

The character of the irreducible representation r l with highest weight 
A = L AjLj, A, ~ ... ~ A" ~ 0, is therefore: 
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Ix~.+n-i+1 _ x:-()·,+n-i+l)1 
Char(r.d = J lxj i+l _ x~ (" i+l)1 

The dimension of r;. is easily worked out from Corollary 24.6: 

dim(r;.) = n (Ii - 'j) . n (Ii + 'j) 
i<j (j - i) is.j (2n + 2 - i - j) 

= n (I; - If) . n l 
i<j (mr - mJ) i m/ 

where Ii = A.i + n - i + 1 and mi = n - i + 1. 

Exercise 24.20. Show that, setting I; = A.i + n - i, 

n (I; -1;)(/; + I; + 2)' n (I; + 1) 

dim(r;.) = i<j (2n _ I)!. (2n _ 3)!' .i" 'I! 

(24.18) 

(24.19) 

These formulas give the dimension of the irreducible representation r at ..... an 

with highest weight a 1 Wi + ... + a"w", where the Wi are the fundamental 
weights, using the relation A.i = ai + ... + a" . 

Exercise 24.21. Use Exercise 24.20 to verify that for A. = Ll + ... + L k , the 

dimension of r;. is 2n if k = I, and (~n) - (k ~ 2) if k ~ 2. Use this to 

give another proof that the kernel of the contraction from Nv to N- 2 v is 
irreducible. 

The first determinantal formula for the symplectic group goes as follows. 
Let 

where Hd is the dth complete symmetric polynomial in 2n variables. In other 
words, Jd is the character of the representation Symd(C2,,) of SP2"C. From 
Proposition A.50 of Appendix A we have 

Proposition 24.22. If A. = (..1.1 ~ •• • ~ A., > 0), the character of r;. is the deter
minant of the r x r matrix whose ith row is 

For example, for A. = (d), i.e., A. = dL1 , we have Char(r(d» = Jd, which is 
the character of Symd(C2,,). In particular, this verifies that the kth symmetric 
powers Symk(C2") of the standard representation are all irreducible. (This, of 
course, is a special case of the general description given in §17.3, since all the 
contraction maps vanish on the symmetric powers.) 
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Exercise 24.23. (i) Find the character of the representation of sp 4 C with highest 
weight WI + w2 = 2Ll + L 2 , verifying that the multiplicities are as we found 
in §16.2. (ii) Find the character of the representation of SP6C with highest 
weight WI + W 2 , thus verifying the assertion of Exercise 17.4. 

The second Giambelli formula in the symplectic case expresses r;. in terms 
of the basic representations 

rOOk = Ker(N(C2n) -+ N-2(C 2n» 
which are the kernels of the contractions. The character of rOOk is E~, where 
Eo = 1, E'l = El = Xl + ... + xn + XII + .. . + X;l, and 

for k ;:::: 2, where Ek is the kth elementary symmetric polynomial. The formula 
is 

Corollary 24.24. Let Jl. = (Jl.l' ... ,Jl.,) be the conjugate partition to A.. The 
character of r;. is equal to the determinant of the I x I matrix whose ith row is 

(E~i-i+l E~i-i+2 + E~i-j E~i-i+3 + E~i -j-l .. . E~i-i+' + E~i-i-I+2)· 

PROOF. This follows from the proposition and Proposition A.44, which 
equates the two determinants before specializing the variables. 0 

There is also a simple formula for the character in terms of the characters 
Ek of N(C 2n), which also follows from Proposition A.44: 

(24.25) 

Note that EnH = En- k (corresponding to the isomorphism ;\"Hc2n ~ 
;\"-kC2n) and E~H = - E~-k+2. In particular, Corollary 24.24 expresses 
Char(r;.) as a polynomial in the characters of the basic representations rOO1' 
... , roo.· 

The Odd Orthogonal Case 

For s02n+! C the weights are LJl.jLj, Jl. = (Jl.l' . . . , Jl.n), with all Jl.i integers or all 
half-integers. The positive roots are {Lj - Lj};<j, {Lj + Lj}j<j, and {LJ, so p 
is t(Ll + ... + Ln) less than in the case for SP2n: 

P = L (n + t - i)Lj, (24.26) 

or 

p = (n - t, n - }, ... , t). 

With xtl = e(±Lj ) and Xj±1/2 = e(±L;/2), we have the same formula as 
before [(24.14)] for All. 
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Exercise 24.27*. Show that 

A = IX~-i+l/2 _ x:-<n-i+l/2)1 
P J J 

= A(XI + XiI, ... , xn + x,;-I)'(xl/2 - Xil/2)· .. . ·(X;/2 - X,;-I/2). 

If r.l. is the irreducible representation with highest weight A. = L A;L;, 
Al ;:::: . . . ;:::: An ;:::: 0, then the character formula can be written 

Similarly, 

IX/i+n- ;+1/2 _ xj-(.l.,+n-;+1/2)1 
Char(r.l.) = Ixj i+l/2 _ Xj (n i+l/2) 1 

dim(r.l.) = n (I; - Ij ) • n (Ii + I) 
i<j (j - i) ;,;;j (2n + 1 - i - j) 

= n (ll - In . n i 
( 2 2) , 

i < j mi - mj ; mi 

where I; = Ai + n - i + t, and mi = n - i + t. 

Exercise 24.30. Show that, with I; = Ai + n - i, 

n (I; - 1;)(/; + I; + 1)' n (21; + 1) 
dim(r.l.) = i<j i 

(2n - 1)!·(2n - 3)! · .. . ·1! 

(24.28) 

(24.29) 

These formulas give the dimension of the irreducible representation ra, ..... an 

with highest weight a1 WI + ... + anwn, where the Wi are the fundamental 
weights, using the equations 

Exercise 24.31. Use the dimension formula to verify that for A = Ll + .. , + L k , 

the dimension of r.l. is en: 1). Use this to give another proof that Nv is 

irreducible for 1 :s; k :s; n. Verify that the dimension of the spin representation 
is 2n, thus reproving that it is irreducible. 

Exercise 24.32. Use the dimension formula to verify that the kernel of the 
contraction 

Symd(C2n+1) ..... Symd- 2(C2n+1 ) 

is an irreducible representation with highest weight dL l . 

In case the representation is a representation of S02n+1 C, i.e., the A. i are all 
integral, there is a first determinantal formula that expresses r.l. in terms of 
the kernels of the contractions 

Ker(Symd(C2n+1) ..... Symd- 2(C2n+l)). 
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Let Kd denote the character of this kernel, so Ko = 1, K I = Xl + .. . + Xn + 
XII + .. . + X;;-I + 1, and 

where Hd is the dth complete symmetric polynomial. From Proposition A.60 
we have 

Proposition 24.33. If A = (AI ~ . . . ~ Ar > 0), with the Ai integral, then the 
character of r). is the determinant of the r x r matrix whose ith row is 

In particular, for A = (d), the character is K d , which verifies that the kernel 
of Symd(C2n+1) -+ Symd - 2(C2n+1) is irreducible. 

Exercise 24.34. Use the character formula to verify that the multiplicities of 
the representation rZL1 +L2 of sosC are as specified in Exercise 18.9. 

The second determinantal formula for S02n+1 C writes r). in terms of the 
representations N(C 2n+1), whose characters are 

Applying Proposition 24.33 with Corollary A.46, we have 

CoroUary 24.35. Let /l = (/ll ' . . . ,/ll) be the conjugate partition to A. The 
character of r). is equal to the determinant of the I x I matrix whose ith row is 

EIl;-i+l + E Il;-i-I+2)· 

Since En+k = En+1-k (corresponding to the isomorphism N+kC2n+1 ~ 
N+1-kC 2"+1), this expresses Char(r).) as a polynomial in E I ' . . . , E", with 
Ed = Char(NC2"+I). 

The Even Orthogonal Case 

For S02" C the weights are the same as in the preceding case. This time the {L;} 
are not positive roots, however, so p is t(L I + ... + Ln) less than in the case 
of S02"+1 C, or LI + .. . + Ln less than in the case of SP2nC: 

P = L (n - i)Li' (24.36) 

or 

p = (n - 1, n - 2, . . . , 0). 

The calculation of All is similar, but using only those S of positive sign. This 
time 
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This leads to 
(24.37) 

Note that the second determinant term vanishes when any Jl.i is zero. In 
particular, 

Ap = !Ixj- i + xj-(n-i'l. (24.38) 

From (24.14) or Exercise A.66, 

Ap = A(xi + Xli, .. . , Xn + X;I). (24.39) 

This gives, with r 1 the irreducible representation with highest weight 
A = Z)iLi, Al ~ ... ~ IAnl ~ 0, 

(24.40) 

where Ii = Ai + n - i. As before, 

dim(r1) = n (Ii - Ij ) • (Ii + IJ 
i < j (j - i) (2n - i - j) 

= n (11-1/) 
( 2 2) ' i<j mi - mj 

(24.41) 

where Ii = Ai + n - i and mi = n - i. Note that, as expected, the two represen
tations with weights (A. I , •• . , An-I' ± An) have the same dimensions. 

Exercise 24.42. Show that 

n (Ii - Ij)(/i + Ij) 
dim(r1) = 2n

-
1 (2n ~~)!. (2n _ 4)!· . . . · 2!' 

These formulas give the dimension of the irreducible representation raJ . ... . a" 

with highest weight a1 WI + '" + anwn , where the Wi are the fundamental 
weights, using the equations 

Ai = ai + .. . + an- 2 + !(an-l + an), I:$; i :$; n - 2, 

Exercise 24.43. Use the dimension formula to verify that for W = Ll + .. . + Lk , 

k < n, the dimension of reo is ekn). so N(C2n) is irreducible. For 

A = Ll + ' " + Ln- 1 ± Ln , the dimension is ~ekn). so J\"(C 2n) is the sum of 

the two corresponding irreducible representations. Verify that the dimension 
of the two spin representations are 2"- 1, proving irreducibility again. 
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Note that the second term in the numerator in (24.40) changes sign when 
A.n is replaced by - A.n; in particular, it vanishes when A.. = O. When A.n = 0, 
the representation r;. is a representation of the orthogonal group 0 2ne. 
When A.n i= 0, the direct sum of the two representations with highest weights 
(,1.1' ... , ± A.n) is an irreducible representation of 0 2ne. (See Exercises 23.19 
and 23.37.) 

Let Ld be the character of Ker(Symd(C 2n ) -+ Symd- 2(C2n)), i.e., 
Ld = HAx 1, • • • , Xn, xII, ... , x;n) - Hd- 2(X 1, ••• , Xn, xli, .. . , x;n). In either 
case, Proposition A.64 applies to give the first determinantal formula: 

Proposition 24.44. Given integers ,1.1 ~ ... ~ A.r > 0, the character of the irreduc
ible representation of 02nC with highest weight A. = (,1.1' ... , A.r ) is the deter
minant of the r x r matrix whose ith row is 

Again, for A. = (d), this verifies that the kernel of the contraction from 
Symd(C2n) to Symd-2(C2n) is irreducible. 

The second determinantal formula is the same as in the odd case, but with 
Ek = Ek(X 1, ••• , Xn, xli, ... , x;n): 

Corollary 24.45. Let Il = (Ill' . .. , Ill) be the conjugate partition to A.. The 
character of r;. is equal to the determinant of the I x I matrix whose ith row is 

Using the fact that EnH = En- k , this expresses Char(r;.) as a polynomial in 
E l' ... , En, with Ed = Char(NC2n). 

Exercise 24.46*. For each of the orthogonal groups OmC, show that the 
character of the irreducible representation with highest weight A. can be written 
in the form 

Char(r;.) = Ih;,,-i+j - h;.,-i-jl, 

where hk is the character of Symk(Cm). Another formula for the dimension of 

r;. is obtained by substituting (~) for hk in this determinant. 

There are other formulas expressing the characters of general representa
tions in terms of simpler ones. Abramsky, Jahn, and King [A-J-K] give one 
that can be expressed by the same formula for the general linear, symplectic, 
and orthogonal groups. The general irreducible representations are given by 
partitions A. or Young diagrams, and in their formula the simpler represen
tations are those corresponding to hooks. To express it, let (a * b) denote 
the hook with horizontal leg of length a + 1 and vertical leg of length 
b + 1, i.e., the partition (a + 1, 1, ... , 1), with b 1 'so More generally, given 
a = (a 1 > ... > ar ~ 0) and b = (b1 > ... > br ~ 0) with ar or br nonzero, let 
(a * b) denote the partition whose Young diagram has legs of these lengths to 
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the right of and below the r diagonal boxes (cf. Frobenius's notation, Exercise 
4.17). Let X(a'lo) denote the character ofthe corresponding irreducible represen
tation. Their formula is 

(24.47) 

Taking the degree of both sides gives new formulas for the dimensions of the 
irreducible representations. These formulas are particularly useful if the rank 
r of the partition is small. 

Exceptional Cases 

We will, as a last example, work out the Weyl character formula for the 
exceptional Lie algebra g2' and thereby verify some of the analysis of its 
representations given in Lecture 22. The remaining four exceptional Lie 
algebras we will leave as exercises. 

To begin with, the value of p is easily seen to be 2Ll + 3L2, in terms of the 
basis L 1 , L2 for the weight lattice introduced in Lecture 22. 

Now, for any weight f1. = pLl + qL2 + rL3' we have 

A - " x p · x q 'x' "x- p ·x-q 'x-' p. - L... a(l) a(2) a(3) - L... all) a(2) a(3) 
t1E63 O'e63 
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where we write x for (Xl ' X2' x 3 ) and X-I for (xII, Xii, Xii), L\ is the discrim
inant, and Sp,q" the Schur function. Using the relation n Xi = 1 we can also 
write this as 

= L\(x) · (Sp,q,,(X) - Sm-p,m-q,m-,(x)) 

for any m ~ max(p, q, r). To make this notation agree with the standard 
notation for Schur polynomials from Appendix (A.4), note that Sp,q" is the 
Schur polynomial S(S,I) for the partition (s, t), s ~ t, where s is two less than 
the difference between the largest and smallest of p, q, and r, while t is one less 
than the difference between the second largest and the smallest; if p, q, and r 
are not distinct, Sp,q" = O. Thus, for example, 

Ap = L\(x) ' (S(l,l)(X) - S(1)(x)) 

= L\(x) ' (X l X2 + Xl X3 + X2 X3 - Xl - X2 - x3)· 

Now, any irreducible representation r .. of 92 has highest weight A. = aWl + 
bW2 , where WI = Ll + L2 and £02 = Ll + 2L2 are the two fundamental 
weights, and a and b are non-negative integers. Then A. + p = (a + b + 2)Ll + 
(a + 2b + 3)L2' The Weyl character formula in this case becomes 

Proposition 24.48. The character of the representation of 92 with highest weight 
aWl + bW2 is 

Char(ro,b) = S(o+2b+1,a+b+1) - S(O+2b+1 , b). 

S(l,l) - S(1) 

Exercise 24.49. In the case of the standard representation rl,o, the adjoint 
representation rO,l ' and the representation r 2 ,o, use this formula to verify the 
multiplicities found in Lecture 22. 

We can also work out the dimension formula explicitly in this case. The 
two fundamental weights WI and £02 have inner products 

and 

WI and £02 are among the positive roots of 92' and in terms of these the 
remaining positive roots are 2£0 1 - £02' 3£0 1 - £02, £02 - WI' and 2£02 - 3£0 1 , 

The weight p is the sum of the fundamental weights WI and £0 2 , so that for an 
arbitrary weight A. = aWl + bW2 we have the following table of inner products: 

(' , p) (', l) (· , l+p) 

2w) - w2 1/2 a/2 (a + 1)/2 
3w) - w2 3 3a/2 + 3b/2 3(a + b + 2)/2 

w) 5/2 a + 3b/2 (2a + 3b + 5)/2 
W2 9/2 3a/2 + 3b 3(a + 2b + 3)/2 

-WI + W2 2 a/2 + 3b/2 (a + 3b + 4)/2 
-3w) + 2W2 3/2 3b/2 3(b + 1)/2 
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We conclude that the dimension of the irreducible representation ra,b of 92 with 
highest weight A. = aWl + bW2 is 

dim(r )= (a + 1)(a + b + 2)(2a + 3b + 5)(a + 2b + 3)(a + 3b + 4)(b + 1). 
a,b 120 

We can check this in the cases a = 1, b = 0 and a = 0, b = 1, getting the 
dimensions 7 and 14 of the standard and adjoint representations, respectively. 
In case a = 2, b = 0 we may verify the result of the explicit calculation in 
Lecture 22, finding that 

dim(r2,o) = 27 

and, therefore, deducing that Nv = r 2,o EB V $ C and Sym2 V = r 2 ,o EB c. 

We leave the analogous computations for the remaining four Lie algebras 
as exercises, using the description of the root systems found in Exercise 21.16. 
Since we have not said much about the Weyl group in the exceptional cases 
the formula (WCF) cannot be used directly-not to mention the fact that the 
orders of these Weyl groups are: 27 . 32 = 1152 for f4; 27.34 . 5 = 51,840 for 
e6, 210 . 34 • 5·7 = 2,903,040 for e7 , and 214 . 35 • 52. 7 = 696,729,600 for es . 
However, the dimension formula is available. 

Exercise 24.51 *. For each of the four remaining exceptional Lie algebras, 
compute p = half the sum of the positive roots. For each of the fundamental 
weights w, at least for f4' compute the dimension of the irreducible represen
tation with highest weight w. In particular, find the nontrivial representation 
of minimal dimension. Use this to verify that (E6) is not isomorphic to (B6) 
or (C6), i.e., that e6 is not isomorphic to S013C or SP12C, 

Exercise 24.52*. List all irreducible representations V of simple Lie algebras 
9 such that dim V ~ dim 9. Note that these include all cases where the corre
sponding group representation has a Zariski dense orbit, or a finite number 
of orbits. 



LECTURE 25 

More Character Formulas 

In this lecture we give two more formulas for the multiplicities of an irreducible 
representation of a semisimple Lie algebra or group. First, Freudenthal's formula 
(§25.l) gives a straightforward way of calculating the multiplicity of a given weight 
once we know the multiplicity of all higher ones. This in turn allows us to prove in 
§25.2 the Weyl character formula, as well as another multiplicity formula due to 
Kostant. Finally, in §25.3 we give Steinberg's formula for the decomposition of the 
tensor product of two arbitrary irreducible representations of a semisimple Lie algebra, 
and also give formulas for some pairs ~ c 9 for the decomposition of the restriction 
to ~ of irreducible representations of g. 

§25.l: Freudenthal's multiplicity formula 
§25.2: Proof of (WSF); the Kostant multiplicity formula 
§25.3: Tensor products and restrictions to subgroups 

§25.1. Freudenthal's Multiplicity Formula 

Freudenthal's formula gives a general way of computing the multiplicities 
of a representation, i.e., the dimensions of its weight spaces, by working 
down successively from the highest weight. The result is similar to (but more 
complicated than) what we did for sl3 C in Lecture 13, where we found the 
multiplicities along successive concentric hexagons in the weight diagram. 

Let r A be the irreducible representation with highest weight A., which will 
be fixed throughout this discussion. Let nil = nll(rA) be the dimension of the 
weight space l of weight J1. in r A, i.e., Char(rA) = L nlle(J1.). Freudenthal gives 
a formula for nil in terms of multiplicities of weights that are higher than J1.. 

1 In the literature, these multiplicities n. are often referred to as "inner multiplicities." 
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Proposition 25.1 (Freudenthal's Multiplicity Formula). With the above 
notation, 

Here IIPII 2 = (P, P),( , ) is the Killing form, and p is halfthe sum ofthe positive 
roots. 

Exercise 25.2*. Verify that C(fl) is positive if fl =F A. and nil > o. 

The proof of Freudenthal's formula uses a Casimir operator, denoted C. 
This is an endomorphism of any representation V of the semisimple Lie 
algebra g, and is constructed as follows. Take any basis UI , ... , Ur for g, and 
let U~, ... , U: be the dual basis with respect to the Killing form on g. Set 

C = Ul U~ + ... + U,U:, 

i.e., for any v E V, C(v) = LUi' (U[· v). 

Exercise 25.3. Verify that C is independent of the choice of basis2• 

The key fact is 

Exercise 25.4*. Show that C commutes with every operation in g, i.e., 

C(X· v) = X· C(v) for all X E g, V E V. 

The idea is to use a special basis for the construction of C, so that each 
term Ui U[ will act as multiplication by a constant on any weight space, and 
this constant can be calculated in terms of multiplicities. Then Schur's lemma 
can be applied to know that, in case V is irreducible, C itself is multiplication 
by a scalar. Taking traces will lead to a relation among multiplicities, and a 
little algebraic manipulation will give Freudenthal's formula. 

The basis for 9 to use is a natural one: Choose the basis H l' ... , Hn for the 
Cart an subalgebra~, where Hi = Ha. corresponds to the simple root ai' and let 
H; be the dual basis for the restricti~n of the Killing form to ~. For each root 
a, choose a nonzero Xa Ega' The dual basis will then have X~ in g-a' In fact, 
if we let Y" E g-a be the usual element so that Xa, Y", and Ha = [Xa' y"] are 
the canonical basis for the subalgebra Sa ~ sI2 C that they span, then 

X~ = «a, a)/2) Y". (25.5) 

Exercise 25.6*. Verify (25.5) by showing that (Xa, y") = 2/(a, a). 

2 In fancy language, C is an element of the universal enveloping algebra of g, but we do not need 
this. 
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Now we have the Casimir operator 

C = L HiH; + L XaX~, 
.. eR 

and we analyze the action of C on the weight space v,. corresponding to weight 
p. for any representation V. Let nIl = dim(V/l). First we have 

L HiH; acts on v,. by multiplication by (p., p.) = 11p.1I2. (25.7) 

Indeed, HiH; acts by multiplication by p.(H;)p.(HD. If we write p. = Lriwi' 
where the Wi are the fundamental weights, then p.(H;) = ri , and if p. = Lr[wi, 
with wi the dual basis to Wi' then similarly p.(HD = r[. Hence L P.(Hi)P.(HD = 
L rir[ = (p., p.), as asserted. 

Now consider the action of X .. X; = «a, a)/2)X .. y" on v,.. Restricting to the 
subalgebra s .. ~ sl2 and to the subrepresentation EBi V/l+ i" corresponding to 
the a-string through p., we are in a situation which we know very well. Suppose 
this string is 

Vp $ lIP_a $ ... $ Vp- ma , 

so m = P(Ha) [cf. (14.10)], and let k be the integer such that p. = P - ka. We 
assume for now that k :::;; m/2. 

On the first term Vp, Xa Y" acts by multiplication by m = P(Ha) = 
2(P, a)/(a, a), so X .. X~ acts by multiplication by (P, a). In general, on the 
part of VP- ka which is the image of Vp by multiplication by (Y,,)", we know 
[cf. (11.5)] that Xa Y" acts by multiplication by (k + l)(m - k). This gives us 
a subspace of v,. of dimension np on which XaX~ acts by multiplication by 

(k + 1)«P, a) - k(a, a)/2) = (k + 1)«p., a) + k(a, a)/2). 

Now peel ofT the subrepresentation (over sa) of V spanned by Vp, and apply 
the same reasoning to what is left. We have a subspace of VP- a of dimension 
np- a - np to which the same analysis can be made. From this we get a subspace 
of v,. of dimension np-a - np on which XaX; acts by multiplication by 

(k)«p., a) + (k - l)(a, a)/2). 

Continuing to peel ofT subrepresentations, the space V" is decomposed into 
pieces on which XaX~ acts by multiplication by a scalar. The trace of XaX~ 
on V/l is therefore the sum 

np· (k + 1)«p., a) + k(a, a)/2) + (np- a - np)· (k)«p., a) + (k - l)(a, a)/2) 

+ ... + «np-ka - np-(k-l)a)·(I)«p., a) + (O)(a, a)/2). 

Canceling in successive terms, this simplifies to 

k 

Trace(X .. X~lv ) = L (p. + ia, a)n/l+ia · 
" i=O 

(25.8) 

One pleasant fact about this sum is that it may be extended to all i ~ 0, since 
n/l+ ia = 0 for i > k. 
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In case k ~ m12, the computation is similar, peeling off representations from 
the other end, starting with JP-"",. The only difference is that the action of 
X,. 1';. on l'P-m,. is zero. The result is 

(25.9) 

Exercise 25.10. Show that X,.X~ = X_,.X'-,. + «a, a)/2)H,., and deduce (25.9) 
directly from (25.8) by replacing a by -a. 

In fact, (25.8) is valid for all Jl and a, as we see from the identity 

<Xl 

L (Jl + ia, a)np+i,. = O. (25.11) 
i=-co 

Exercise 25.12*. Verify (25.11) by using the symmetry of the a-string through p. 

Now we add the assumption that V is irreducible, so C is multiplication 
by some scalar c. Taking the trace of C on VI' and adding, we get 

cnp = (Jl, Jl)np + L L (Jl + ia, a)np+i,.. (25.13) 
,.eR i~O 

Note that when i = 0 the two terms for a and -a cancel each other, so the 
summation can begin at i = 1 instead. Rewriting this in terms of the positive 
weights, and using (25.11) the sums become 

<Xl 

= np L (Jl, a) + 2 L L (Jl + ia, a)np+i,. · 
l2eR+ ,.eR+ i=l 

Summarizing, and observing that L«eR+ (Jl, a) = (Jl, 2p), we have 

<Xl 

cnp = «Jl, Jl) + (Jl, 2p»np + 2 L L (Jl + irx, rx)np+i«· 
«eR+ i=l 

Note that (Jl, Jl) + (Jl, 2p) = (Jl + p, Jl + p) - (p, p) = IIJl + pll2 - IIp1l2. To 
evaluate the constant we evaluate on the highest weight space VA' where nA = 1 
and nHi« = 0 for i > O. Hence, 

(25.14) 

Combining the preceding two equations yields Freudenthal's formula. 0 

Exercise 25.15. Apply Freudenthal's formula to the representations of 513 C 
considered in §13.2, verifying again that the multiplicities are as prescribed on 
the hexagons and triangles. 
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Exercise 25.16. Use Freudenthal's formula to calculate multiplicities for the 
representations r 1,0, rO,1' and r2,0 of (g2)' 

§25.2. Proof of (WCF); the Kostant 
Multiplicity Formula 

It is not unreasonable to anticipate that Weyl's character formula can be 
deduced from Freudenthal's inductive formula, but some algebraic manip
ulation is certainly required. Let 

X). = Char(r).) = L nl'e(Jl) 

be the character of the irreducible representation with highest weight A.. 
Freudenthal's formula, in form (25.13), reads3 

00 

c· x). = L (Jl, Jl)nl'e(Jl) + L L L (Jl + ia, a)nl'+iae(Jl), 
I' I' aeR i=O 

where c = IIA. + pII2 - IIp112. To get this to look anything like Weyl's formula, 
we must get rid of the inside sums over i. If a is fixed, they will disappear if 
we multiply by e(a) - I, as successive terms cancel: 

00 

(e(a) - I) ' L L (Jl + ia, a)nl'+iae(Jl) = L (14 a)nl'e(Jl + a). 
I' i=O I' 

Let P = naeR (e(a) - 1) = (e(a) - 1)' Pa, where PIJ = nll,olJ(e(p) - 1). The 
preceding two formulas give 

c' p. x). = p. L (Jl, Jl)nl'e(Jl) + L (Jl, a)PlJnl'e(Jl + a). (25.17) 
I' 1',11. 

Note also that 

P=(-IYAp'Ap, 

where r is the number of positive roots, so at least the formula now involves 
the ingredients that go into (WCF). 

We want to prove (WCF): Ap ' X). = AHp' We have seen in §24.l that both 
sides of this equation are alternating, and that both have highest weight term 
e(A. + p), with coefficient 1. On the right-hand side the only terms that appear 
are those of the form ±e(W(A. + p», for W in the Weyl group. To prove 
(WCF), it suffices to prove that the only terms appearing with nonzero 
coefficients in Ap' X). are these same e(W(A. + p», for then the alternating 
property and the knowledge of the coefficient of e(A. + p) determine all the 
coefficients. This can be expressed as: 

3 In this section we work in the ring C[A] of finite sums Im.e(Jl) with complex coefficients m • . 
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Claim. The only terms e(v) occurring in Ap' Xl with nonzero coefficient are 
those with Ilvll = IIA + pli. 

To see that this is equivalent, note that by definition of Ap and lA, the terms 
in Ap' X.l. are all of the form ± e(v), where v = p. + W(p), for p. a weight of r.l. 
and W in the Weyl group. But if lip. + W(p)1I = IIA + plI, since the metric is 
invariant by the Weyl group, this gives II W- 1 (p.) + pll = IIA. + pll. But we saw 
in Exercise 25.2 that this cannot happen unless p. = W(A), as required. 

We are thus reduced to proving the claim. This suggests looking at the 
"Laplacian" operator that maps e(p.) to 1Ip.1I 2e(p.), that is, the map 

A: C[A] -+ C[A] 

defined by 

~(L ml'e(p.» = L (p., p.)ml'e(p.). 

The claim is equivalent to the assertion that F = Ap' X.l. satisfies the "differential 
equation" 

~(F) = IIA + p1l2F. 

From the definition ~(x.l.) = L(P., p.)n"e(p.). And ~(Ap) = IIp1l2Ap. In general, 
since II W(a) II = lIall for all WE W, 

~(A .. ) = L (_I)WII W(a)1I 2e(W(a» = lIaIl 2A ... 

So we would be in good shape if we had a formula for ~ of a product of two 
functions. One expects such a formula to take the form 

~(fg) = ~(f)g + 2(VJ, Vg) + f~(g), (25.18) 

where V is a "gradient," and ( , ) is an "inner product." Taking f = e(p.), 
9 = e(v), we see that we need to have (Ve(p.), Ve(v» = (p., v)e(p. + v). There is 
indeed such a gradient and inner product. Define a homomorphism 

V: C[A] -+ 1)* ® C[A] = Hom(l), C[A]) 

by the formula V(e(p.» = p.. e(p.), and define the bilinear form ( , ) on 
1)* ® C[A] by the formula (ae(p.), f3e(v» = (a, f3)e(p. + v), where (a, 13) is the 
Killing form on 1)*. 

Exercise 25.19. With these definitions, verify that (25.18) is satisfied, as well as 
the Leibnitz rule 

V(fg) = V(f)g + jV(g). 

For example, V(X.l.) = L" n"p.· e(p.), and, by the Leibnitz rule, 

V(P) = L Paa' e(ex) . 
.. eR 

But now look at formula (25.17). This reads 
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c ' PX;, = Pd(X;,) + (VP, VX;,). 

Since, also by the exercise, V(P) = 2( -t)'Ap V(Ap), we may cancel (-t)'Ap 
from each term in the equation, getting 

c· ApX;, = Apd(X;,) + 2(VAp, VX;,). 

By the identity (25.18), the right-hand side of this equation is 

d(ApX;,) - d(Ap)X;, = d(ApX;,) - IlpIl2ApX;,. 

Sincec = 11.1. + pII 2 - IIpll2,thisgives 11.1. + p1I2ApX;, = d(ApX;,), which finishes 
the proof. 0 

We conclude this section with a proof of another general multiplicity 
formula, discovered by Kostant. It gives an elegant closed formula for the 
multiplicities, but at the expense of summing over the entire Weyl group 
(although as we will indicate below, there are many interesting cases where all 
but a few terms of the sum vanish). It also involves a kind of partition counting 
function. For each weight J.L, let P(J.L) be the number of ways to write J.L as a 
sum of positive roots; set P(O) = 1. Equivalently, 

1 
J]+ 1 - e(lX) = ~ P(J.L)e(J.L). (25.20) 

Proposition 25.21. (Kostant's Multiplicity Formula). The multiplicity nll(r;,) of 
weight J.L in the irreducible representation r;, is given by 

nir;,) = I (-I)WP(W(A. + p) - (J.L + p)), 
We'lll 

where p is half the sum of the positive roots. 

PROOF. Write (Ap)-l = e( -p)/n (1 - e( -IX)) = I.P(v)e( -v - pl. By (WCF), 

X;, = A),+p(Apfl = I (-l)w e(W(A. + p)P(v)e( - v - p) 
W.' 

= L (-I)wP(v)e(W(A. + p) - (v + p)) 
W.' 

= L ( - l)wP(W(A. + p) - (J.L + p))e(J.L), 
W.1l 

as seen by writing J.L = W(A. + p) - (v + pl. o 
In fact, the proof shows that Kostant's formula is equivalent to Weyl's 

formula, cf. [Cart]. 
One way to interpret Kostant's formula, at least for weights J.L close to the 

highest weight A. of r;" is as a sort of converse to Proposition 14.13(ii). Recall 
that this says that r;, will be generated by the images of its highest weight 
vector v under successive applications of the generators of the negative root 
spaces; in practice, we used this fact to bound from above the mUltiplicities of 
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various weights Jl close to A. by counting the number of ways of getting from 
A. to Jl by adding negative roots. The problem in making this precise was always 
that we did not know how many relations there were among these images, if 
any. Kostant's formula gives an answer: for example, if the difference A. - Jl is 
small relative to A., we see that the only nonzero term in the sum is the principle 
term, corresponding to W = 1; in this case the answer is that there are no 
relations other than the trivial ones X(Y(v)) - Y(X(v» = [X, Y](v). When Jl 
gets somewhat smaller, other terms appear corresponding to single reflections 
W in the walls of the Weyl chamber for which W(A. + p) is higher than Jl + p; 
we can think ofthese terms, which all appear with sign -1, as correction terms 
indicating the presence of relations. As Jl gets smaller still, of course, more 
terms appear of both signs, and this viewpoint breaks down. 

To see how this works in practice, the reader can for example carry out the 
analysis of the example at the end of§13.l. 

Exercise 25.22* (Kostant). Prove the following formula for the function P, 
which can be used to calculate it inductively: P(O) = 1, and, for Jl =1= 0, 

P(Jl) = - L (-l)Wp(Jl + W(p) - pl. 
W,.l 

Exercise 25.23* (Racah). Deduce from Kostant's formula and the preceding 
exercise the following inductive formula for the multiplicities n,. of Jl in 
r),: n,. = 1 if Jl = A., and if Jl is any other weight of r)" then 

n,.= - L (-l)Wn,.+p_W(p)' 
W,.l 

Show, in fact, that for any weight Jl 

L (-1)w n,.+p-W(p) = L (_I)W', 
Wem r 

where the second sum is over those W' E W such that W'(A. + p) = Jl + p. 

Note that Kostant's formula, more than any of the others, shows us directly 
the pattern of multiplicities in the irreducible representations of s13C. For 
one thing, it is easy to represent the function P diagrammatically: in the 
weight lattice of sl3 C, the function P(Jl) will be a constant 1 on the rays 
{aL2 - aLda~o and {aL3 - aL2}a~O through the origin in the direction of 
the two simple positive roots L2 - Ll and L3 - L 2 • It will have value 2 on 
the translates {aL2 - (a + 3)Lda~-1 and {aL3 - (a - 3)L2}a~2 of these two 
rays by the third positive root L3 - L 1 : for example, the first of these can be 
written as 

aL2 - (a + 3)Ll = (a + 1) ' (L2 - Ld + L3 - Ll 

= (a + 2)'(L2 - Ld + L3 - L 2 ; 

and correspondingly its value will increase by 1 on each successive translate 
of these rays by L3 - L 1• The picture is thus 
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p=) 

Now, the prescription given in the Kostant formula for the multiplicities is to 
take six copies of this function flipped about the origin, translated so that 
the vertex of the outer shell lies at the points w(A. + p) - p and take their 
alternating sum. Superimposing the six pictures we arrive at 

which shows us clearly the hexagonal pattern of the multiplicities. 

Exercise 25.24*. A nonzero dominant weight A. of a simple Lie algebra is called 
minuscule if A.(Ha) = 0 or 1 for each positive root IX. 

(a) Show that if A. is minuscule, then every weight space of r;. is one 
dimensional. 
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(b) Show that A. is minuscule if and only if all the weights of r l are conjugate 
under the Weyl group. 

(c) Show that a minuscule weight must be one of the fundamental weights. 
Find the minuscule weights for each simple Lie algebra. 

§25.3. Tensor Products and Restrictions To Subgroups 

In the case of the general or special linear groups, we saw general formulas 
for .describing how the tensor product r A ® r" of two irreducible representa
tions decomposes: 

rA ® r" = EB N).".r •. 
• 

In these cases the multiplicities Nl ". can be described by a combinatorial 
formula: the Littlewood-Richardson rule. In general, such a decomposition 
is equivalent to writing 

(25.25) 

in Z[A], where 1.). = Char(rl ) denotes the character.4 By Weyl's character 
formula, these multiplicities NA". are determined by the identity 

(25.26) 

This formula gives an effective procedure for calculating the coefficients NA". , 

if one that is tedious in practice: we can peel off highest weights, i.e., successively 
subtract from AHp · A,,+p multiples of Ap· A.+p for the highest v that appears. 

There are some explicit formulas for the other classical groups. R. C. King 
[Ki2] has showed that for both the symplectic or orthogonal groups, the 
multiplicities NA". are given by the formula 

(25.27) 

where the M's denote the Littlewood - Richardson multiplicities, i.e., the corre
sponding numbers for the general linear group, and the sum is over all 
partitions (, a, T. For other formulas for the classical groups, see [Murl], 
[WeI, p. 230]. 

Exercise 25.28*. For 504 C, show that all the nonzero multiplicities NA". are I's, 
and these occur for v in a rectangle with sides making 45° angles to the axes. 
Describe this rectangle. 

4 In the literature these multiplicities NA • • are often caIled "outer multiplicities," and the problem 
of rmding them, or decomposing the tensor product, the "Clebsch-Gordan" problem. 
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Steinberg has also given a general formula for the multiplicities N;'fJv' Since 
it involves a double summation over the Weyl group, using it in a concrete 
situation may be a challenge. 

Proposition 25.29 (Steinberg's Formula). The multiplicity of rv in r;. ® rfJ is 

N;'fJv = L (-1)WW'P(W(A. + p) + W'(Jl + p) - v - 2p), 
W,W' 

where the sum is over pairs W, W' E ~, and P is the counting function appearing 
in Kostant's multiplicity formula. 

Exercise 25.30*. Prove Steinberg's formula by multiplying (25,25) by Ap , using 
(WCF) to get X;.AfJ+p = LN;'fJvAv+p. Write out both sides, using Kostant's 
formula for X ... and compute the coefficient of the term e(p + p) on each side, 
for any p. This gives 

L (-l)ww'P(W(A. + p) + W'(Jl + p) - p - 2p) = L (-1)wN;',fJ ,w(f/+P)_P' 
W,W' W 

Show that for p = v all the terms on the right are zero but N;'fJv' 

Exercise 25.31 (Racah). Use the Steinberg and Kostant formulas to show that 

N;'fJv = L (-1)Wnv+p-W(fJ+P)(r;.). 
W 

The following is the generalization of something we have seen several times: 

Exercise 25.32. If A. and Jl are dominant weights, and (X is a simple root with 
A.(H",) and Jl(H",) not zero, show that A. + Jl - (X is a dominant weight and 
r;. ® rfJ contains the irreducible representation r HfJ -", with multiplicity one. 
So 

r;. ® rfJ = rHfJ EB r HfJ-", EB others. 

In case Jl = A., with A.(H",) "# 0, Sym2 (r;.) contains r HfJ , while N(r;.) contains 

r;'+fJ-"" 

Exercise 25.33. If A. + , is a dominant weight for each weight' of r fJ , show 
that the irreducible representations appearing in r;. ® rfJ are exactly the r HC ' 
In fact, with no assumptions, every component ofr;. ® rfJ always has this form. 
One can show that N;'fJV is the dimension of 

{v E (r;')v-fJ: Hf·+l(V) = 0, 1 ~ i ~ n, Ii = Jl(H;)}. 

For this, see [Zel, §131]. 
For other general formulas for the multiplicities N;'fJv see [Kern], [K-N], 

[Li], and [Kum1], [Kum2]. 
We have seen in Exercise 6.12 a formula for decomposing the representa-
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tion r;, of GL C when restricted to the subgroup GLm- 1 C. In this case the m • 
multiplicities of the irreducible components again have a simple combma-
torial description. There are similar fonnulas for other classical groups. In the 
literature, such fonnulas are often called "branching fonnulas," or "modifica
tion rules." We will just state the analogues of this fonnula for the symplectic 
and orthogonal cases: 

For S02.C C s02n+l C, and r;, the irreducible representation of S02n+1 C 
given by A = (AI ~ ... ~ An ~ 0), the restriction is 

the sum over all I = (II' ... , I.) with 

Al ~ II ~ A2 ~ Iz ~ ... ~ In-I ~ An ~ IInl, 

with the Ii and Ai simultaneously all integers or all half integers. 

(25.34) 

For S02.-1 C C S02.C, and r;, the irreducible representation of S02nC given 
by A = (AI ~ '" ~ IAnl), 

Res:~~:~IC(r),) = EB r,;:, 
the sum over all I = (II' ... , I._I) with 

Al ~ II ~ A2 ~ I z ~ .. , ~ I._I ~ IAnl, 

with the Ii and Ai simultaneously all integers or all half integers. 

(25.35) 

For SP2.-2 C C SP2.C, and r), the irreducible representation of SPlnC given 
by A = (AI ~ ... ~ An ~ 0), the restriction is 

Res::~:~2dr),) = EBN),J,rJ" (25.36) 

the sum over all I = (II' ... , In-d with II ~ ... ~ In-I ~ 0, and the multi
plicity N),J. is the number of sequences PI' ... , P. of integers satisfying 

and 
PI ~ II ~ pz ... ~ P.-I ~ In-I ~ Pn' 

As in the case of GLnC, these fonnulas are equivalent to identities among 
symmetric polynomials. The reader may enjoy trying to work them out from 
this point of view, cf. Exercise 23.43 and [Boe]. A less computational approach 
is given in [Zel]. 

As we saw in the case of the general linear group, these branching rules can 
be used inductively to compute the dimensions of the weight spaces. For 
example, for sOm C consider the chain 

sOmC ::::> SOm_1 C ::::> SOm_2C ::::> ••• ::::> S03C. 

Decomposing a representation successively from one layer to the next will 
finally write it as a sum of one-dimensional weight spaces, and the dimension 
can be read ofT from the number of "partitions" in chains that start with the 
given A. The representations can be constructed from these chains, as described 
by Gelfand and Zetiin, cf. [Zel, § 1 0]. 
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Similarly, one can ask for formulas for decomposing restrictions for 
other inclusions, such as the natural embeddings: SP2nC C SL2nC, 
SOmC c SLmC, GLmC x GL.C c GLm+nC, GLmC x GLnC c GLmnC, 
SLnC c SP2nC, SLnC c S02n+1 C, SLnC c S02nC, to mention just a few. 
Such formulas are determined in principle by computing what happens 
to generators of the representation rings, which is not hard: one need 
only decompose exterior or symmetric products of standard representations, 
cr. Exercise 23.31. A few closed formulas for decomposing more general 
representations can also be found in the literature. We state what happens 
when the irreducible representations ofGLmC are restricted to the orthogonal 
or symplectic subgroups, referring to [Lit3] for the proofs: 

For OmC c GLmC, withm = 2n or 2n + 1, given A = (AI ~ ~ An ~ 0), 

Resg~cc(r).) = EBN).xrx, (25.37) 

the sum over all I = (I1 ~ ••• ~ In ~ 0), where 

N).x=LN6x)., 
,) 

with N')H the Littlewood-Richardson coefficient, and the sum over all 
l> = (l>1 ~ b2 ~ . . . ) with alibi even. 

Exercise 23.38. Show that the representation r(2,2) of GLmC restricts to the 
direct sum 

[(2,2) Ef) r(2) Ef) rIO) 

over OmC. (This decomposition is important in differential geometry: the 
Riemann-Christoffel tensor has type (2, 2), and the above three components 
of its decomposition are the conformal curvature tensor, the Ricci tensor, and 
the scalar curvature, respectively.) 

Similarly for SP2nC C GL2nC, 

Res~..';:·{(r).) = EBN).xrx, 

the sum over all I = (I1 ~ •• • ~ In ~ 0), where 

N).i. = LN~x)., 
~ 

(25.39) 

N~X). is the Littlewood-Richardson coefficient, and the sum is over all 
" = ("1 = "2 ~ '13 = "4 ~ ... ) with each part occurring an even number of 
times. 

It is perhaps worth pointing out the the decomposition of tensor products 
is a special case of the decomposition of restrictions: the exterior tensor 
product r), [g] r ll of two irreducible representations of G is an irreducible 
representation of G x G, and the restriction ofthis to the diagonal embedding 
of G in G x G is the usual tensor product r), ® rw 

There are also some general formulas, valid whenever 9 is a semisimple Lie 
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subalgebra of a semisimple Lie algebra g. Assume that the Cartan subalgebra 
Ij is a subalgebra of~, so we have a restriction from ~* to Ij*, and we assume 
the half-spaces determining positive roots are compatible. We write ji for 
weights of g, and we write Il! ji to mean that a weight Il of 9 restricts to ji. 
Similarly write W for a typical element of the Weyl group ofg, and p for half 
the sum of its positive weights. If A. (resp. J:) is a dominant weight for 9 
(resp. g), let N;.J. denote the multiplicity with which rJ. appears in the restriction 
of r ... to g, i.e., 

Exercise 25.40*. Show that, for any dominant weight A. of 9 and any weight ji 
ofg, 

Exercise 25.41 * (Klimyk). Show that 

NAJ. = L (_1)w L n,,(r;.). 
W "H+p-W(p) 

Exercise 25.42. Show that if the formula of the preceding exercise is applied 
to the diagonal embedding of 9 in 9 x g, then the Racah formula of Exercise 
25.31 results. 

For additional formulas of a similar vein, as well as discussions of how they 
can be implemented on a computer, there are several articles in SIAM J. Appl. 
Math.25,1973. 

Finally, we note that it is possible, for any semisimple Lie algebra g, to 
make the direct sum of all its irreducible representations into a commutative 
algebra, generalizing constructions we saw in Lectures 15, §17, and §19. Let 
r",., ... , r"'n be the irreducible representations corresponding to the funda
mental weights W l' .. . , w". Let 

A· = Sym·(r",. E!3 ... E!3 r.,J 

This is a commutative graded algebra, the direct sum of pieces 

A a = EB Syma'(r",.) ® ... ® Syman(r",J, 
al.···'an 

where a = (al' ... ,a,,) is an n-tuple of non-negative integers. Then A a is 
the direct sum of the irreducible representation r ... whose highest weight is 
A. = L aiwi, and a sum r of representations whose highest weight is strictly 
smaller. As before, weight considerations show that J. = EB. Ja is an ideal in 
A·, so the quotient 

A·p· = EB r ... 
... 
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is the direct sum of all the irreducible representations. The product 

r;. ®r,..-+ rH ,.. 

in this ring is often called Cartan multiplication; note that the fact that rH ,.. 

occurs once in the tensor product determines such a projection, but only up 
to multiplication by a scalar. 

Using ideas of §25.1, it is possible to give generators for th~ ideal J'. If C is 
the Casimir operator, we know that C acts on all representations and is 
multiplication by the constant C;. = (A., A.) + (2A., p) on the irreducible represen
tation with highest weight A.. Therefore, if A. = L ajWj, the endomorphism 
C - c;.l of A" vanishes on the factor r;., and on each of the representations 
r,.. of lower weight Jl. it is multiplication by c,.. - C;. :I: 0 [cf. (25.2)]. It follows 
that 

Exercise 25.43*. Write C = L UjU; as in§25.1. Show that for VI"'" V", vectors 
in the fundamental weight spaces, with Vj E r«J and L a.j = L ajwj , the element 
(C - C;.l)(VI • V2· •. • • vm) is the sum over all pairs j, k, with 1 :::;; j < k :::;; m, of 
the terms 

(L (Uj(Vj)' U;(Vk) + Ui(Vj)' Uj(vk)) - 2(a.j' a.k)Vj · Vk) ' n V" 
j 1#1k 

From this exercise follows a theorem of Kostant: J" is generated by the 
elements 

L (Uj(v) ' U;(w) + U;(v)· Ui(w)) - 2(a., P)v' w 
i 

for v E r«, WE rp, with a. and P fundamental roots. For the classical Lie 
algebras, this formula can be used to find concrete realizations of the ring. If 
one wants a similar ring for a semisimple Lie group, one has the same ring, 
of course, when the group is simply connected; this leads to the ring described 
in Lectures 15 and 17 for SLII C and SP211 C. For SOm C, little change is needed 
when m is odd, but there is more work for m even. Details can be found in 
[L-T]. 



LECTURE 26 

Real Lie Algebras and Lie Groups 

In this lecture we indicate how to complete the last step in the process outlined at the 
beginning of Part II: to take our knowledge of the classification and representation 
theory of complex algebras and groups and deduce the corresponding statements in 
the real case. We do this in the first section, giving a list ofthe simple classical real Lie 
algebras and saying a few words about the corresponding groups and their (complex) 
representations. The existence of a compact group whose Lie algebra has as complexi
fication a given semisimple complex Lie algebra makes it possible to give another 
(indeed, the original) way to prove the Weyl character formula; we sketch this in §26.2. 
Finally, we can ask in regard to real Lie groups G a question analogous to one asked 
for the representations of finite groups in §3.5: which of the complex representations 
V of G actually come from real ones. We answer this in the most commonly en
countered cases in §26.3. In this final lecture, proofs, when we attempt them, are 
generally only sketched and may require more than the usual fortitude from the reader. 

§26.1: Classification of real simple Lie algebras and groups 
§26.2: Second proof ofWeyl's character formula 
§26.3: Real, complex, and quaternionic representations 

§26.1. Classification of Real Simple Lie Algebras 
and Groups 

Having described the semisimple complex Lie algebras, we now address the 
analogous problem for real Lie algebras. Since the complexification go ®R C 
of a semisimple real Lie algebra go is a semisimple complex Lie algebra and 
we have classified those, we are reduced to the problem of describing the real 
forms of the complex semisimple Lie algebras: that is, for a given complex Lie 
algebra g, finding all real Lie algebras go with 
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We saw many of the real forms of the classical complex Lie groups and 
algebras back in Lectures 7 and 8. In this section we will indicate one way to 
approach the question systematically, but we will only include sketches of 
proofs. 

To get the idea of what to expect, let us work out real forms of 512 C 
in detail. To do this, suppose 90 is any real Lie subalgebra of 512 C, with 
90 ®R C = 512 C. The natural thing to do is to try to carry out our analysis of 
semisimple Lie algebras for the real Lie algebra 90: that is, find an element 
H E 90 such that ad(H) acts semisimply on 90' decompose 90 into eigenspaces, 
and so on. The first part of this presents no problem: since the subset of 512 C 
of non-semis imp Ie matrices is a proper algebraic subvariety, it cannot contain 
the real subspace 90 C 512 C, so that we can certainly find a semisimple HE 90' 

The next thing is to consider the eigenspaces of ad (H) acting on 9. Of 
course, ad (H) has one eigenvalue 0, corresponding to the eigenspace ~o = 
IR . H spanned by H. The remaining two eigenvalues must then sum to zero, 
which leaves just two possibilities: 

(i) ad(H) has eigenvalues A. and - A., for A. a nonzero real number; multi
plying H by a real scalar, we can take A. = 2. In this case we obtain a 
decomposition of the vector space 90 into one-dimensional eigenspaces 

90 = ~o EB 92 EB 9-2' 

We can then choose X E 92 and Y E 9-2; the standard argument then shows 
that the bracket [X, Y] is a nonzero multiple of H, which we may take to be 
1 by rechoosing X and Y. We thus have the real form 5121R, with the basis 

H=(~ _~), X=(~~). Y=(~~). 
(ii) ad (H) has eigenvalues iA. and - iA. for A. some nonzero real number; again, 

adjusting H by a real scalar we may take A. = 1. In this case, of course, there 
are no real eigenvectors for the action of ad(H) on 90; but we can decompose 
90 into the direct sum of ~o and the two-dimensional subspace 9{i,-i} corre
sponding to the pair of eigenvalues i and - i. We may then choose a basis B 
and C for 9 {i, -i} with 

[H, B] = C and [H, C] = -B. 

The commutator [B, C] will then be a nonzero multiple of H, which we may 
take to be either H or -H (we can multiply Band C simultaneously by a 
scalar jJ., which multiplies the commutator [B, C] by jJ.2). In the latter case, we 
see that 90 is isomorphic to 5121R again: these are the relations we get if we 
take as basis for 512 C the three vectors 

( 0 t) (0 1) (1 0) 
H = _ to' B = 1 0' and C = 0 -1 . 



432 26. Real Lie Algebras and Lie Groups 

Finally, if the commutator [R, C] = H, we do get a new example: go is in this 
case isomorphic to the algebra 

SU2 = {A: IX = -A and trace(A) = O} C sI2 C, 

which has as basis 

o ) ( 0 R= -i/2 ' -1/2 
1/2) (0 o ' and C = i/2 

i/2) o . 

Exercise 26.1. Carry out this analysis for the real Lie algebras S031R and S02.11R. 
In particular, give an isomorphism of each with either sI2 1R or SU2 · 

This completes our analysis of the real forms of sI2 C. In the general 
case, we can try to apply a similar analysis, and indeed at least one aspect 
generalizes: given a real form go c 9 of the complex semisimple Lie algebra 
g, we can find a real subalgebra 1)0 c go such that 1)0 ® C is a Cartan sub
algebra of 9 = go ® C; this is called a Cartan subalgebra of go. There is a 
further complication in the case of Lie algebras of rank 2 or more: the values 
on 1)0 of a root IX E R of 9 need not be either all real or all purely imaginary. 
We, thus, need to consider the root spaces g«, ga' g_«, and g-a' and the 
subalgebra they generate, at the same time. Moreover, as we saw in the above 
example, whether the values of the roots IX E R of 9 on the real subspace 1)0 
are real, purely imaginary, or neither will in general depend on the choice of 
1)0· 

Exercise 26.2*. In the case of go = sI31R c 9 = sI3 C, suppose we choose as 
Cartan subalgebra 1)0 the space spanned over IR by the elements 

(2 0 0) (0 0 0) 
Hi = 0 - 1 0 and H 2 = 0 0 1 . 

o 0 -1 0 -1 0 
Show that this is indeed a Cartan subalgebra, and find the decomposition of 
9 into eigenspaces for the action of I) = 1)0 ® c. In particular, find the roots 
of 9 as linear functions on I), and describe the corresponding decomposition 
of go. 

Judging from these examples, it is probably prudent to resist the temptation 
to try to carry out an analysis of real semisimple Lie algebras via an analogue 
of the decomposition 9 = I) $ (EEl g«) in this case. Rather, in the present book, 
we will do two things. First, we will give the statement of the classification 
theorem for the real forms of the classical algebras-that is, we will list all 
the simple real Lie algebras whose complexifications are classical algebras. 
Second, we will focus on two distinguished real forms possessed by any real 
semisimple Lie algebra, the split form and the compact form. These are the 
two forms that you see most often; and the existence of the latter in particular 
will be essential in the following section. 



§26.l. Classification of Real Simple Lie Algebras and Groups 433 

For the first, it turns out to be enough to work out the complexifications 
go ®R C == go $ i' go of the real Lie algebras go we know. The list is: 

Real Lie algebra 

slnlR 
slnC 
sln~ == gln~/IR 
SOp,qlR 
SOnC 
SP2n IR 
SP2nC 
SUp,q 
Up,q~ 
U:~ 

Complexification 

slnC 
slnC x slnC 
sI2nC 
sOp+qC 
SOnC X SOnC 
SP2nC 
SP2nC X SP2nC 
slp+qC 
SP2(p+q)C 
S02nC 

The last two in the left-hand column are the Lie algebras of the groups Up,q~ 
and Un· ~ of automorphisms of a quaternionic vector space preserving a 
Hermitian form with signature (p, q), and a skew-symmetric Hermitian form, 
respectively. 

We should first verify that the algebras on the right are indeed the complexi
fications of those on the left. Some are obvious, such as the complexification 

(slnlR)c == slnlR $ i' slnlR == slnlC. 

The same goes for SOp,qlR and SP2nlR. 
Next, consider the complexification of 

SUn == {A E slnC: 'A == -A}. 

To see that slnC == SUn $ i· SUn' let M E slnC, and write 

M == t(M - 'M) + t(M + 'M) == tA + tB; 

then A E sUn, iB E SUn' and M == tA - i(i/2)B. 
The general case of SUp,q C slp+qC is similar: if the form is given by (x, y) == 

'xQy, then sUp,q == {A: 'AQ == -QA}. Writing M E slp+qC in the form 

M == t(M - Q.IM·Q) - i·H(iM + iQ·IM·Q)) 

and using Q == 'Q == Q-l == Q, one sees that M E SUp,q $ i' sup,q' 
For the complexification of slmC, embed slmC in slmC x slmC by A 1--+ (A, A). 

Given any pair (B, C), write 

(B, C) == t(B + C, B + C) + t(B - C, - B + C) 

== t(B + C, B + C) - i·H(iB + ie, iB + iC). 

For the quaternionic Lie algebra, from the description of GLn~ we saw in 
Lecture 7, we have 
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with J = ( 0 
-/ 

~). As before, for M E gl2nC, we can write 

M = t(M - J. M .J) - i·(t(iM + iJ ·iM .J)) 

to see that glnlHl ®R C = gl2n(:. 

Exercise 26.3. Verify the rest of the list. 

The theorem, which also goes back to Cartan, is that this includes the 
complete list of simple real Lie algebras associated to the classical complex types 
(An)-(Dn). In fact, there are an additional 17 simple real Lie algebras asso
ciated with the five exceptional Lie algebras. The proof of this theorem is 
rather long, and we refer to the literature (cf. [H-S], [Hel], [Ar]) for it. 

Split Forms and Compact Forms 

Rather than try to classify in general the real forms go of a semisimple Lie 
algebra g, we would like to focus here on two particular forms that are 
possessed by every semisimple Lie algebra and that are by far the most 
commonly dealt with in practice: the split form and the compact form. 

These represent the two extremes of behavior of the decomposition 9 = 
1) ED (EBg,,) with respect to the real subalgebra go c g. To begin with, the split 
form of 9 is a form go such that there exists a Cartan subalgebra 1)0 c go (that 
is, a subalgebra whose complexification 1) = 1)0 ® C c go ® C = 9 is a Cartan 
subalgebra of g) whose action on go has all real eigenvalues-i.e., such that 
all the roots a ERe 1)* of 9 (with respect to the Cartan subalgebra 1) = 
1)0 ® C c g) assume all real values on the subspace 1)0. In this case we have a 
direct sum decomposition 

go = 1)0 Ei1 (EB i,,) 

of go into 1)0 and one-dimensional eigenspaces j" for the action of 1)0 (each j" 
will just be the intersection of the root space g" c 9 with go); each pair j" and 
j-" will generate a subalgebra isomorphic to SI2 R. As we will see momentarily, 
this uniquely characterizes the real form go of g. 

By contrast, in the compact form all the roots a ERe 1)* of g (with respect 
to the Cartan subalgebra 1) = 1)0 ® C c g) assume all purely imaginary values 
on the subspace 1)0. We accordingly have a direct sum decomposition 

go = 1)0 Ei1 (EB I,,) 

of go into 1)0 and two-dimensional spaces on which 1)0 acts by rotation (each 
I" will just be the intersection of the root space g" Ei1 g_" with go); each I" will 
generate a subalgebra isomorphic to su2. 

The existence of the split form of a semisimple complex Lie algebra was 
already established in Lecture 21: one way to construct a real-even rational 
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-form 90 of a semisimple Lie algebra 9 is by starting with any generator X«, 
for the root space for each positive simple root !Xi' completing it to standard 
basis X«" Y,." and Hi = [X«" Y,.,J for the corresponding s«, = S(2 C, and taking 
90 to be the real subalgebra generated by these elements. Choosing a way to 
write each positive root as a sum of simple roots even determined a basis 
{Hi E I), X« E 9«, Y,. E 9-«} for 90' as in (21.20). The Cartan subalgebra 1)0 of 90 
is the real span ofthese Hi' Note that once I) is fixed for g, the real subalgebra 
1)0 is uniquely determined as the span of the H« for all roots !X. The algebra 90 
is determined up to isomorphism; it is sometimes called the natural real form 
of 9. Note that this also demonstrates the uniqueness of the split form: it is 
the only real form 90 of 9 that has a Cartan subalgebra 1)0 acting on 90 with 
all real eigenvalues. 

As for the compact form of a semisimple Lie algebra, it owes much of its 
significance (as well as its name) to the last condition in 

Proposition 26.4. Suppose 9 is any complex semisimple Lie algebra and 90 c 9 
a real form of 9. Let 1)0 be a Cartan subalgebra of go, I) = 1)0 ® C the corre
sponding Cartan subalgebra of 9. The following are equivalent: 

(i) Each root !X ERe 1)* of g assumes purely imaginary values on 1)0' and 
for each root !X the subalgebra of 90 generated by the intersection (<< of 
(9« ~ 9-«) with 90 is isomorphic to su2 ; 

(ii) The restriction to 90 of the Killing form of 9 is negative definite; 
(iii) The real Lie group Go with Lie algebra 90 is compact. 

In (iii), Go can be taken to be the adjoint form of 90' However, a theorem 
of Weyl ensures that the fundamental group of any such Go is finite, so the 
condition is independent ofthe choice of Go . Note also that, by the equivalence 
with (ii) and (iii), the condition (i) must be independent of the choice of Cart an 
subalgebra 1)0' This is in contrast with the split case, where we require only 
that there exist a Cartan subalgebra whose action on 9 has all real eigenvalues; 
as we saw in the case of S(21R, in the split case a different 1)0 may have imaginary 
eigenvalues. 

PROOF. We start by showing that the first condition implies the second; this 
will follow from direct observation. To begin with, the value of the Killing 
form on H E 1)0 is visibly 

B(H, H) = L (a(H))2 < O. 

Next, the subspaces (<< are orthogonal to one another with respect to B, so it 
remains only to verify B(Z, Z) < 0 for a general member Z E 1«. To do this, 
let X and Y be generators of 9« and 9_« c 9 respectively, chosen so as to form, 
together with their commutator H = [X, Y] a standard basis for S(2 C. By the 
analysis of real forms of sI2 C above, we may take as generators of the algebra 
generated by Ia the elements iH, U = X - Yand V = iX + iY. If we set 

Z = aU + bV= (a + ib)'X + (-a + ib)' Y, 
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then we have 

ad(Z) 0 ad(Z) = (a + ib)2 ad (X) 0 ad (X) 

- (a2 + b2 )(ad(X) 0 ad(Y) + ad(Y) 0 ad (X)) 

+ (a - ib)2 ad(Y) 0 ad(Y). 

Now, ad(X) 0 ad (X) and ad(Y) 0 ad(Y) have no trace, so we can write 

trace(ad(Z) 0 ad(Z)) = - 2· (a 2 + b2 ). trace(ad(X) 0 ad(Y)). (26.5) 

By direct examination, in the representation Sym"V of sI2 C, ad (X) 0 ad(Y) 
acts by multiplication by (n - A.)(n + A. - 2)/4 ~ 0 on the A.-eigenspace for H, 
from which we deduce that the right-hand side of (26.5) is negative. 

Next, we show that the second condition implies the third. This is imme
diate: the adjoint form Go is the connected component of the identity of the 
group Aut(90). In particular, it is a closed subgroup of the adjoint group of 9, 
and it acts faithfully on the real vector space 90' preserving the bilinear form 
B. If B is negative definite it follows that Go is a closed subgroup of the 
orthogonal group SO .. IR, which is compact. 

Finally, if we know that Go is compact, by averaging we can construct a 
positive definite inner product on 90 invariant under the action of Go. For any 
X in 90 ' ad(X) is represented by a skew-symmetric matrix A = (ai) with 
respect to an orthonormal basis of 90 (cf. (14.23)), so B(X, X) = Tr(A 0 A) = 
'D,jai,jaj,i = - ~>L ~ O. In particular, the eigenvalues of ad (X) must be 
purely imaginary. Therefore 1X(I)0) c ilR and a = -IX for any root IX, from 
which (i) follows. 0 

We now claim that every semisimple complex Lie algebra has a unique 
compact form. To see this we need an algebraic notion which is, in fact, crucial 
to the classification theorem mentioned above: that of conjugate linear involu
tion. If 9 = 90 ® n C is the complexification of a real Lie algebra 90' there is a 
map a : 9 -+ 9 which takes x ® z to x ® z for x E 90 and Z E C; it is conjugate 
linear, preserves Lie brackets, and a2 is the identity. The real algebra 90 is the 
fixed subalgebra of a, and conversely, given such a conjugate linear involution 
a of a complex Lie algebra 9, its fixed algebra 9C7 is a real form of 9. To prove the 
claim, we start with the split, or natural form, as constructed in Lecture 21 
and referred to above. With a basis for 9 chosen as in this construction, it is 
not hard to show that there is a unique Lie algebra automorphism cp of 9 that 
takes each element of 1) to its negative and takes each X" to y.. (this follows 
from Claim 21.25). This automorphism cp is a complex linear involution which 
preserves the real subalgebra 90' This automorphism commutes with the 
associated conjugate linear a. The composite acp = cpa is a conjugate linear 
involution, from which it follows that its fixed part gc = gC7tp is another real 
form of g. This has Cart an subalgebra 1)c = 1)C7tp = i · £}o. We have seen that the 
restriction of the Killing form to 1)0 is positive definite. It follows that its 
restriction to 1)c is negative definite, and hence that 9c is a compact form of 9. 
Finally, this construction of 9c from 90 is reversible, and from this one can 
deduce the uniqueness of the compact form. 
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We may see directly from this construction that 

9c = ~c $ EB la, 
aeR+ 
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where la = (ga $ g_a)'"<P is a real plane with la ®R C = ga $ g-a and [~" la] cIa· 

Exercise 26.6. Verify that {A j = i· Hj : 1 ~j ~ n} is a basis for ~c, {Ba = Xa - Yr. , 
Ca = i ' (Xa + Yr.)} is a basis for la, and the action is given by 

[Aj , Ba] = p ' Ca and [Aj' Ca] = - p' Ba, 

where p is the integer a(H). In particular, ~c acts by rotations on the planes la. 

Our classical Lie algebras 9 all came equipped with a natural real form go, 
and with a basis of the above type. These split forms are: 

Complex simple Lie algebra Split form 

sln+1 C s("+1 1R 

S02"+1 C SO"+1." 

SP2"C SP2n IR 
S02nC sOn." 

Exercise 26.7. For each of these split forms, find the corresponding compact 
form gc. 

Exercise 26.8. Let go be a real semisimple Lie algebra. Show that a subalgebra 
~o of go is a Cartan subalgebra if and only if it is a maximal abelian subalgebra 
and the adjoint action on go is semisimple. 

Exercise 26.9*. Starting with a real form go of 9 with associated conjugation 
u, show that one can always find a compact form 9c of 9 such that U(9c) = gt' 
and such that 

go = t$ p, 

where t = ~o = go (\ gt' and P = go (\ (i ' 9c). Such a decomposition is called a 
Cartan decomposition of go. It is unique up to inner automorphism. 

Exercise 26.10*. For any real form go of g, given by a conjugation u, show 
that there is a Cartan subalgebra ~ of 9 that is preserved by u, so go (\ ~ is 
a Cartan subalgebra of go. 

Naturally, the various special isomorphisms between complex Lie algebras 
(s12C ~ S03C ~ SP2C, etc.) give rise to special isomorphisms among their real 
forms. For example, we have already seen that 

sl21R ~ SU 1, 1 ~ S02,1 ~ SP21R, 

while 
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(cf. Exercise 26.1). Similarly, each of the remaining three special isomorphisms 
of complex semisimple Lie algebras gives rise to isomorphisms between their 
real forms, as follows: 

(i) S04C ~ sI2 C X sI2 C 

compact forms: S041R ~ SU2 x 5U2 

split forms: S02,2 ~ sI2 1R x sI21R 

others: 503, 1 ~ 512 C, u!!HI ~ 5U2 x 5121R. 

(ii) 5P4C ~ 50sC 

compact forms: U21H1 ~ 50sIR 

split forms: SP41R ~ S03,2 

other: u 1, 11H1 ~ 504 , l' 

(iii) 514 C ~ 506 C 

compact forms: su4 ~ S061R 

split forms: 5141R ~ 503,3 

others: 5U2,2 ~ 504,2; 5U3,1 ~ uJIHI; 5121H1 ~ SOS,l' 

In addition, the extra automorphism of 50sC coming from triality gives 
rise to an isomorphism u! IHI ~ 5°6,2' 

Exercise 26.11. Verify some of the isomorphisms above. (Of course, in the case 
of compact and split forms, these are implied by the corresponding iso
morphisms of complex Lie algebras, but it is worthwhile to see them directly 
in any case.) 

Real Groups 

We tum now to problem of describing the real Lie groups with these Lie 
algebras. Let G be the adjoint form of the semisimple complex Lie algebra 9. 
If 90 is a real form of g, the associated conjugate linear involution (1 of 9 that 
fixes 90 lifts to an involution a of G. (This follows from the functorial nature 
of the adjoint form, noting that G is regarded now as a real Lie group.) 
The fixed points G" of this involution then form a closed subgroup of G; its 
connected component of the identity Go is a real Lie group whose Lie algebra 
is 90' G is called the complexification of Go. 

We have seen in §23.1 that if r = r w is the lattice of those elements in ~ on 
which all roots take integral values, then 2nir is the kernel of the exponential 
mapping exp: ~ --. G to the adjoint form. If ~o is a Cartan subalgebra of 90' 
T = exp(~o) will be compact precisely when the intersection of ~o with the 
kernel 2nir is a lattice of maximal rank. In this case, T will be a product of n 
copies of the circle Sl, n = dim@, and, since the Killing form on ~o is negative 
definite, the corresponding real group Go will also be compact. Such a Go will 
be a maximal compact subgroup of G. 

When Go c: G is a maximal compact subgroup, they have the same irreduc
ible complex representations. Indeed, for any complex group G', each complex 
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homomorphism from G to G' is the extension of a unique real homomorphism 
from Go to G'. This follows from the corresponding fact for Lie algebras and 
the fact that Go and G have the same fundamental group. This is another 
general fact, which implies the finiteness of the fundamental group of Go; we 
omit the proof, noting only that it can be seen directly in the classical cases: 

Exercise 26.12*. Prove that 7tl (Go) --+ 7tl(G) is an isomorphism for each of the 
classical adjoint groups. 

Exercise 26.13*. The special isomorphisms of real Lie algebras listed above 
give rise to special isomorphisms of real Lie groups. Can you find these? 

It is another general fact that any compact (connected) Lie group is a 
quotient 

(G1 X G2 X ... x G, x T)/Z, 

where the Gj are simple compact Lie groups, T ~ (SI)k is a torus, and Z is a 
discrete subgroup of the center. In particular, its Lie algebra is the direct sum 
of a semisimple compact Lie algebra and an abelian Lie algebra. This provides 
another reason why the classification of irreducible representations in the real 
compact case and the semisimple complex case are essentially the same. 

Representations of Real Lie Algebras 

Finally, we should say a word here about the irreducible representations 
(always here in complex vector spaces!) of simple real Lie algebras. In some 
cases these are easily described in terms of the complex case: for example, the 
irreducible representations of SUm or slmlR are the same as those for slmC, i.e., 
they are the restrictions of the irreducible representations r .. = § .. Cm corre
sponding to partitions or Young diagrams A.. This is the situation in general 
whenever the complexification 9 = 90 ® C of the real Lie algebra 90 is still 
simple: the representations of 90 on complex vector spaces are exactly the 
representations of 9. The situation is slightly different when we have a simple 
real Lie algebra whose complexification is not simple: for example, the irreduc
ible representations of slmC, regarded as a real Lie algebra, are of the form 
r .. ® rll , where rll is the conjugate representation of rll" The situation in 
general is expressed in the following 

Exercise 26.14. Show that if 90 is a simple real Lie algebra whose complexifica
tion 9 is simple, its irreducible representations are the restrictions of (uniquely 
determined) irreducible representations of 9. If 90 is the underlying real algebra 
of a simple complex Lie algebra, show that the irreducible representations of 
90 are of the form V ® W, where V and Ware (uniquely determined) irreduc
ible representations of the complex Lie algebra. 


